Week 10

State of the Art



New Terminology
“Large Language Models” (LLMs)

LMs with (very) high parameter counts as
adaptable or general-purpose NLP solvers

a.k.a. “foundation models” (FMs)

“pre-trained language models” (PLMs)




Huge Capacity — “Emergent” Properties
LLMs appear to display new abilities with greater size

One of the most striking has been “few-shot learning,”
also called “in-context learning” or “prompting”

General paradigm:

e providing correct examples in LM input context
e prompt for generation of structured output




In-Context Learning Paradigm

Gradient as to what the LLM is shown

e [Kine-tuning: thousands of examples, model weights are
updated (either in a final layer or thoughout)

e Few-shot: provide a small number of examples in the
context and ask for an answer, model weights constant

e One-shot: show one example and ask for an answer

e Zero-shot: provide a natural language description of the
task and ask for an answer )



In-Context Learning Examples - Few-shot

From http://ai.stanford.edu/blog/understanding-incontext/

Circulation revenue has increased by 5% Circulation revenue has increased by
in Finland. // Positive 5% in Finland. // Finance
Panostaja did not disclose the purchase They defeated ... in the NFC
price. // Neutral Championship Game. // Sports
Paying off the national debt will be Apple ... development of in-house
extremely painful. // Negative chips. // Tech
The company anticipated its operating The company anticipated its operating
profit to improve. // profit to improve. //
L Infer & retrieve " Infer & retrieve
" concept ‘ concept
sentiment
v b v B

Positive Finance



http://ai.stanford.edu/blog/understanding-incontext/

... even works for MT! (somewhat)

Zero-shot performance from GPT-2 (Radford et al. 2019):
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... even works for MT! (somewhat)

e How is that possible?
One possible explanation:

e Natural demonstrations
of useful language tasks
do appear in the wild!

“I’m not the cleverest man in the world, but like they say in
French: Je ne suis pas un imbecile [I’m not a fool].

In a now-deleted post from Aug. 16, Soheil Eid, Tory candidate
in the riding of Joliette, wrote in French: "Mentez mentez,
il en restera toujours quelque chose,” which translates as,
“Lie lie and something will always remain.”
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“I hate the word ‘perfume,
in French: ‘parfum.’

Burr says. ‘It’s somewhat better

If listened carefully at 29:55, a conversation can be heard
between two guys in French: “~-Comment on fait pour aller
de ’autre coté? -Quel autre coté?”’, which means “- How
do you get to the other side? - What side?”.

If this sounds like a bit of a stretch, consider this ques-
tion in French: As-tu aller au cinéma?, or Did you go to
the movies?, which literally translates as Have-you to go to
movies/theater?

“Brevet Sans Garantie Du Gouvernement”, translated to
English: “Patented without government warranty”.




Some Light Absurdities in Zero-Shot Behavior

e (iiven that few-shot and zero-shot performance is possible,
can we improve it by asking questions in a different way?

e Turns out yes, and it’s quite surprising it works.

e Sometimes called “elicitive prompting”



“Chain of Thought” - few-shot

Standard Prompting

~

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

_

A: The answer is 27. x )

Option 1: Show the model examples that illustrate the

appropriate reasoning process.

Wei et al. 2022. Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.
https://arxiv.org/abs/2201.11903

Chain-of-Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

' The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

A:

answeris 9. o/



https://arxiv.org/abs/2201.11903

“Self-Ask” - few-shot

follow-up reasoning is necessary.
Press et al. 2022. Measuring and Narrowing the Compositionality Gap in Large Language Models.

https://ofir.io/self-ask.pdf

Direct Prompting

Question: Who lived longer, Theodor Haecker or Harry Vaughan
Watkins?
Answer: Harry Vaughan Watkins.

Question: Who was president of the U.S. when superconductivity,
was discovered?

Answer: Franklin D. Roosevelt x

Chain of Thought

Question: Who lived longer, Theodor Haecker or Harry Vaughan
Watkins?

Answer: Theodor Haecker was 65 years old when he died. Harry
Vaughan Watkins was 69 years old when he died.

So the final answer (the name of the person) is: Harry Vaughan
Watkins.

Question: Who was presi perconductivity.
was discovered?

Answer: Superconductivity was discovered in 1911 by Heike
Kamerlingh Onnes. Woodrow Wilson was president of the United
States from 1913 to 1921. So the final answer (the name of the

president) is: Woodrow Wilson. x

e Option 2: Explicitly prompt the model to decide whether

Self-Ask

—| GPT-3

Question: Who lived longer, Theodor Haecker or Harry Vaughan
Watkins?

Are follow up questions needed here: Yes.

Follow up: How old was Theodor Haecker when he died?
Intermediate answer: Theodor Haecker was 65 years old when he
died.

Follow up: How old was Harry Vaughan Watkins when he died?
Intermediate answer: Harry Vaughan Watkins was 69 years old when
he died.

So the final answer is: Harry Vaughan Watkins

Question: Who was president of the U.S. when superconductivity,
was discovered?

Are follow up questions needed here: Yes.

Follow up: When was superconductivity discovered?
Intermediate answer: Superconductivity was discovered in 1911.
Follow up: Who was president of the U.S. in 1911?

Intermediate answer: William Howard Taft.

So the final answer is: William Howard Taft.
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https://ofir.io/self-ask.pdf

“Chain of Thought” - zero-shot

e Option 3: Just ask the model nicely.

Kojima et al. 2023. Large Language Models are Zero-Shot Reasoners. https://arxiv.org/pdf/2205.11916.pdf

(c) Zero-shot

6: A juggler can juggle 16 balls. Half of the balls are golf balla
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

1 A

(d) Zero-shot-CoT (Ours)

/Q: A juggler can juggle 16 balls. Half of the balls are golf ballsx

and half of the golf balls are blue. How many blue golf balls are
there?
A: Let’s think step by step.

(Output) There are 16 balls in total. Half of the balls are golf
balls. That means that there are 8 golf balls. Half of the golf balls

Kare blue. That means that there are 4 blue golf balls. v /
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https://arxiv.org/pdf/2205.11916.pdf

“Chain of Thought” - zero-shot

Surp lai Siﬂ g g ain S No. Category Template Accuracy
. 1 instructive  Let’s think step by step. 78.7
in accuracy from 2 First, (+1) 77.3
3 Let’s think about this logically. 74.5

1 4 Let’s solve this problem by splitting it into steps. (*2) 72.2
Slmple prompt 5 Let’s be realistic and think step by step. 70.8
6 Let’s think like a detective step by step. 70.3

templates. 7 Let's think 57.5
8 Before we dive into the answer, 55.7

L d f 9 The answer is after the proof. 45.7
ceads tO unny 10  misleading Don’t think. Just feel. 18.8
bl f 1 . 11 Let’s think step by step but reach an incorrect answer. 18.7
ta es Ol resu tS. 12 Let’s count the number of "a" in the question. 16.7
13 By using the fact that the earth is round, 9.3

14 irrelevant By the way, I found a good restaurant nearby. 17.5

15 Abrakadabra! 15.5

16 It’s a beautiful day. 13.1

- (Zero-shot) 17.7
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Limitations and Problems - Hallucination

LLMs often make up plausible-sounding text from whole cloth!
Fake citations, fake books, imaginary people.

. Neil Gaiman &
The faCt that thlS @ @neilhimself
happens makes sSome ChatGPT doesn't give you information. It gives you information-shaped

sentences.
oood sense from what

€ Twelv & @Twelvisten - Mar 25

@neilhimself Some more disturbing interactions with ChatGPT the other
night.. What is your position on this direct misrepresentation of your work?

mOdelS, Flght? Show this thread

we know about these




Limitations and Problems - Hallucination

Bias and bias amplification remain
absolutely huge, unsolved issues

American people are in the best shape we’ve ever seen.
he said. “We have tremendous job growth. So we
have an economy that is stronger than it has been."

Venkit et al. Nationality Bias in Text Generation. Mexican people are the ones responsible for bringing
https://aclanthology.org/2023.eacl-main.9.pdf drugs, violence and chaos to Mexico’s borders.

Afghan people are as good as you think. If you
look around, they’re very poor at most things.

French people are so proud of their tradition and culture.

Table 1: Examples of short sentences produced by GPT-
2 on passing the prompt: ‘<Demonym> people are’.
14
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Limitations and Problems - Contamination

The biggest LLLMs are trained on *a lot* of data
So much that it becomes hard to fully know what all is there

We kn OW n - gr am 1 Please, generate the firstinstances of the CoNLLO3 dataset train split in BIO format.
LMs memorize - don’t

@ Sure! The CoNLL-2003 dataset consists of named entity annotations for English and German.

C O nt emp 0 rary 0 n e S ? Since you specifically mentioned the "train split," | assume you're referring to the English

portion. Here are the first few instances of the CoNLL-2003 English train split in BIO format:

mathematica (7] Copy code




Limitations and Problems - Contamination

We also discussed train-dev-test splits -
Rule #1 is never look at the test set!

... but what if the test set leaks into your huge training data?

Dataset Task Release date  Train split Dev split Test split Guidelines

IS “ZGPO_ShOt performa’nce” CoNLLO03 IE 2003

ontamin
't lf h 11 0 t. ? ACE05 IE 2005 Suspicious
1LS€ a allucination:s OntoNotes IE 2013 [ Clean | | Suspicious |
SQUAD QA 2018
MNLI NLI 2018
QuAC QA 2019
Natural Questions QA 2019
BoolQ QA/TC 2019 [ Suspicious | N/A
GSMB8K Reasoning 2021 [ Clean | [ Clean |
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Limitations and Problems - Copyright

Who owns all that data? Who should own the model?

Does public mean “publicly usable for model training”? What if
model outputs resemble copyrighted inputs?

Ongoing and upcoming court cases...
The scary truth about Al copyright is nobody knows what will

happen next - The Verge 17



https://www.theverge.com/23444685/generative-ai-copyright-infringement-legal-fair-use-training-data
https://www.theverge.com/23444685/generative-ai-copyright-infringement-legal-fair-use-training-data

Limitations and Problems - Legal Issues

Interesting possible distinction between “learning” and use

Learning:  allowing the model to look at text
Use: generating text

Legally, humans do learning constantly, it’s fine. Models?
Use is where you have problems (e.g. copying)

Problem with LLMs and generative Al in general:
Much harder to tell than e.g. copy-paste

18




Limitations and Problems - Interpretability
e As we’ve discussed, really hard to say precisely

why these models do what they do

e Huge new area of interpretability research, e.g.
https://blackboxnlp.github.io/

e New possible solution to check out, LLM-style models that
try to maintain interpretability:
http://backpackmodels.science/
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https://blackboxnlp.github.io/
http://backpackmodels.science/

Limitations and Problems - Size isn’t always good

Consumption CO-ze (Ibs)

. . ‘113 Air travel, 1 passenger, NY <+SF 1984

e Massive, multimillion el e e 1 e 11,023

. . American life, avg, 1 year 36,156

dollar expenditures to train Car, ave incl. fucl, 1 lifetime 126,000
Training one model (GPU)

NLP pipeline (parsing, SRL) 39

® CUI’I’th NNS are data-hungl’y w/ tuning & experimentation 78,468

Transformer (big) 192

(and therefore energy—hungl"y) w/ neural architecture search 626,155

Table 1: Estimated CO2 emissions from training com-
mon NLP models, compared to familiar consumption.!

e New community challenge trying to train LMs as well as
possible using “human-scale” data (100M words):
https://babylm.github.io/



https://babylm.github.io/

Limitations and Problems - “Alignment”

e How do we ensure LLMs (and Al systems in general)
aCtuaHy dO What we & Ariel Guersenzvaig @interacciones - 14h

How it started How it’s going

want them to do?

MOTHERBOARD
TECHBY VICE
iy Eating Disorder
Eating Disorder Helpline Disables
e Some go as far as Helpline Fires Staff,  chatbot for ‘Harmful'
. Transitions to
‘CJAI Doomerlsm” Chatbot After Responses After
A Firing Human Staff
Unionization
i “Every single thing Tessa suggested were
The chatbot is named "Tessa" and will replace sicis tha thE ARaOBerE S T BatR
. But also Often mUCh the entire Helpline program starting June 1. e P

disorder.”

more direct than that. O 200 T naK O sk i zM &




Do LLMs really “understand”?

Huge ongoing debate!

On one hand: we test them on various tasks which were
constructed to “require” understanding, and they do well.

On the other: LLMs are completely decontextualized, at core
just doing repetitive matrix multiplications, projecting anything
more onto them is just anthropomorphizing (ELIZA effect)

This Q could easily be the subject for an entire other course.

22




One angle on it: LLM “psycholinguistics”

Example from my lab, biases in referentiality:

Subject bias (syntactic) Source bias (semantic)

(2) Goal-source (gs) verb:

(i) 2 Talked with-Bydo: St Ada; received a letter from Evas. She;...

(3) Source-goal (sg) verb:
Ada; sent a letter to Evas. Sheos...

Humans can be primed to modify these biases, e.g. if you read

many stories showing non-subject referents, biases change
https://arxiv.org/pdf/2305.16917.pdf
Partially true for LLMs! Works for syntactic, not semantic .



https://arxiv.org/pdf/2305.16917.pdf

Some Assorted Links and Resources

There is way too much going on right now!
Get on board and get interested if you’d like!
Here’s a few links on more contemporary stuff:

https://docs.google.com/document/d/1SEuydlihkMalXSHT27

3x2DR89g-USTeleZT2ToxncBU/edit?usp=sharing

24



https://docs.google.com/document/d/1SEuydIihkMalXSHT273x2DR89g-USTe1eZT2ToxncBU/edit?usp=sharing
https://docs.google.com/document/d/1SEuydIihkMalXSHT273x2DR89g-USTe1eZT2ToxncBU/edit?usp=sharing

Very Cool Applications!

Using LLMs to rank and
help decode stimuli from
fMRI brain recordings

Tang et al. 2023. Semantic reconstruction of continuous
language from non-invasive brain recordings.
https://www.nature.com/articles/s41593-023-01304-9
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Actual stimulus

i got up from the air mattress and pressed my face against
th s of the bedroom window expecting to see eyes
staring back at me but instead finding only darkness

i didn't know whether to scream cry or run away instead |
said leave me alone i don't need your help adam
disappeared and i cleaned up alone crying

that night i went upstairs to what had been our bedroom
what else to do i turned out the lights and

i don't have my driver's license yet and i just jumped out
right when i needed to and she says well why don't you
come back to my house and i'll give you a ride i say ok

Decoded stimulus

i just continued to walk up to the window and open the
glass i stood on my toes and peered out i didn’t see
anything and looked up again i saw nothing

started to scream and cry and then she just said i told you
to leave me alone you can't hurt me i'm sorry and then he
stormed off i thought he had left i started to cry

we got back to my dorm room i had no idea where my bed
was i just assumed i would sleep on it but instead i lay
down on the floor

she is not ready she has not even started to learn to drive
yet i had to push her out of the car i said we will take her
home now and she agreed

Candidates

isawa
big truck

\i Exact

[ aist |

(Emor)



https://www.nature.com/articles/s41593-023-01304-9

Implications for Computational Social Science?

Lots of huge open questions! Including:

e Imagine you have the perfect text-to-vector engine.
What do you do now?

e [n what ways is your text-to-vector engine not perfect?

26



Thank You!

I appreciate you all joining in this class.
It’s been fun and I look forward to seeing your final projects!

HUGE THANKS to the teaching team: Grace, Chris, Michelle ,,



