Abstract

This paper discusses how limited ability to assess patient risk of illness and predict treatment response may affect the welfare achieved by adherence to clinical practice guidelines and by decentralized clinical practice. I explain why predictive ability has been limited, calling attention to imperfections in clinical judgment and to questionable methodological practices in the research that supports evidence-based medicine. I discuss recent econometric research that can improve the ability of guideline developers and clinicians to predict patient outcomes. Recognizing that uncertainty will continue to afflict medical decision making, I apply basic decision theory to suggest reasonable decision criteria with well-understood welfare properties.
1. Introduction

1.1. Adherence to Guidelines or Exercise of Judgment?

Medical textbooks and training have long offered clinicians guidance in patient care. Such guidance has increasingly become institutionalized through issuance of clinical practice guidelines (CPGs). The material made available by the National Guideline Clearinghouse at Agency for Healthcare Research and Quality (2017) gives a sense of the current scale and scope. The Clearinghouse provides periodically updated summaries of several thousand evidence-based guidelines issued by numerous health organizations.

Dictionaries typically define a "guideline" as a suggestion or advice for behavior rather than a mandate. Two among many definitions of CPGs are given by Hoyt (1997) and Institute of Medicine (IOM) (2011). Hoyt writes that CPGs are (p. 32): "official statements of practice groups, hospitals, organizations, or agencies regarding proper management of a specific clinical problem or the proper indications for performing a procedure or treatment." The IOM committee writes (p. 4): "Clinical practice guidelines are statements that include recommendations intended to optimize patient care that are informed by a systematic review of evidence and an assessment of the benefits and harms of alternative care options."

Neither Hoyt nor the IOM define CPGs as mandates. However, clinicians often have strong incentives to comply with guidelines, making adherence close to compulsory. A patient's health insurance plan may require adherence to a CPG as a condition for reimbursement of the cost of treatment. Adherence may furnish evidence of due diligence that legally defends a clinician in the event of a malpractice claim. Less dramatically, adherence to guidelines provides a rationale for care decisions that might otherwise be questioned by patients, colleagues, or employers.

The medical literature contains many commentaries exhorting clinicians to adhere to guidelines, arguing that CPGs developers have superior evidence-based knowledge of treatment response than do clinicians. Hoyt (1997) states that the purpose of CPGs is to achieve (p. 32): "reduction in unnecessary
variability of care." Indeed, a prominent argument for adherence to CPGs has been to reduce "unnecessary" or "unwarranted" variation in clinical practice. Wennberg (2011) defines "unwarranted variation" as variation that (p. 687): "isn't explained by illness or patient preference." The UK National Health Service gives its Atlas of Variation in Healthcare (2015) the subtitle "Reducing unwarranted variation to increase value and improve quality." Institute of Medicine (2011) states (p. 26): "Trustworthy CPGs have the potential to reduce inappropriate practice variation." Another IOM report (Institute of Medicine, 2013) states (p. 2-15): "geographic variation in spending is considered inappropriate or 'unacceptable' when it is caused by or results in ineffective use of treatments, as by provider failure to adhere to established clinical practice guidelines."

These and many similar quotations exemplify a widespread belief that adherence to guidelines is socially preferable to decentralized clinical decision making. Yet there has been an absence of welfare analysis to support this belief. There are two broad reasons why patient care adhering to guidelines may differ from the care that clinicians provide. First, the developers of guidelines may differ from clinicians in their ability to predict how decisions affect patient outcomes. Second, guideline developers and clinicians may differ in how they evaluate patient outcomes. Welfare comparison of adherence to guidelines and decentralized decision making requires careful consideration of both factors.

This paper addresses the first factor; that is, how limited ability to assess patient risk of illness and to predict treatment response may affect the welfare achieved by adherence to guidelines and by decentralized clinical practice. I explain why predictive ability has been limited, calling attention to imperfections in clinical judgment and to questionable methodological practices in the research that supports evidence-based medicine. I discuss recent econometric research that can improve the ability of guideline developers and clinicians to predict patient outcomes. Recognizing that uncertainty will continue to afflict medical decision making, I apply basic concepts of decision theory to suggest reasonable decision criteria with well-understood welfare properties. The remainder of this Introduction summarizes the paper.

1.2. Summary of the Paper
To standardize valuation of patient outcomes, I suppose throughout the paper that treatment response is individualistic and that clinicians and guideline developers share the utilitarian objective of maximizing patient welfare. These assumptions imply that social and private preferences coincide. To simplify discussion of adherence to guidelines, I suppose that there exists one CPG making recommendations in a specified clinical setting. Hence, the meaning of adherence to guidelines is clear.\(^1\)

To provide a baseline for discussion of uncertainty in decision making, I first consider patient care when clinicians have substantial knowledge of patient outcomes. After introducing the idea of personalized medicine, Section 2 examines an idealized setting of patient care with rational expectations that has been studied in normative economic research on personalized medicine. It is assumed that clinicians observe specified patient covariates, know the objective distribution of outcomes that occur when patients with the observed covariates are given alternative treatments, and choose treatments that maximize patients’ expected utility. The assumption of rational expectations, while strong, does not require that clinicians be able to predict patient outcomes with certainty; that is, it does not assume perfect foresight.

In this setting, the optimal treatment rule divides into groups having the same observed covariates. All patients in a covariate group are given the care that yields the highest within-group mean welfare. Utilitarian welfare increases as more covariates are observed. An appendix gives abstract derivations of these well-known results. The text derives the optimal rule in an important class of clinical decision problem: choice between surveillance and aggressive treatment of patients at risk of developing a disease.

When clinicians have rational expectations, adherence to a CPG cannot outperform decentralized practice and may perform less well. If a CPG conditions its treatment recommendations on all of the patient covariates that clinicians observe, it can do no better than reproduce clinical decisions. If the CPG makes

\(^1\) In practice, multiple organizations may issue guidelines that make conflicting recommendations. To cite just one striking example, consider surveillance of women at risk of breast cancer. The guideline issued by the National Comprehensive Cancer Network recommends periodic performance of a clinical breast examination, but the one issued by the American Cancer Society recommends against it. See National Comprehensive Cancer Network (2017) and Oeffinger et al. (2015).
recommendations conditional on a subset of the clinically observable covariates, adhering to the CPG may yield inferior welfare because the guideline does not personalize patient care to the extent possible. Thus, there is no informational argument for adherence to CPGs if clinicians have rational expectations. I observe that it is common for CPGs to condition their recommendations on a subset of the clinically observable patient covariates. I illustrate with guidelines for breast cancer screening.

Section 3 considers patient care when clinicians have imperfect judgment. A substantial body of empirical psychological research has strongly questioned the realism of clinical rational expectations. Many studies have compared the accuracy of evidence-based statistical predictions of health outcomes with ones made by subjective clinical judgment. The consensus has been that the former outperforms the latter when predictions are made using the same patient covariates. Moreover, the gap in performance persists even when clinicians condition their judgements on additional covariates that are not used in statistical predictors.

I summarize the psychological research and consider its implications for welfare comparison of adherence to CPGs and decentralized clinical practice. The research does not suffice to conclude that one system is superior to the other, but it does imply that society faces a delicate choice between alternative second-best approaches to patient care. Adherence to evidence-based CPGs may be inferior to the extent that CPGs condition on fewer patient covariates than do clinicians, but it may be superior to the extent that imperfect clinical judgment generates sub-optimal clinical decisions.

Section 4 questions whether the developers of CPGs make correct predictions of health outcomes conditional on the patient covariates used in the guidelines. I argue that the judgment of CPG developers may be imperfect due to questionable methodological practices in research on health outcomes. One questionable practice is wishful extrapolation of findings from randomized trials to clinical practice. Important cases include extrapolation from study populations to patient populations, from experimental treatments to treatments used in practice, and from surrogate outcomes to outcomes of health interest. Another questionable practice is use of hypothesis testing to compare treatments and to choose when to report findings.
Section 5 argues that evidence-based research can inform patient care more effectively than it does at present. Studies should quantify how identification problems and statistical imprecision jointly affect the feasibility of making credible predictions of important health outcomes. Identification is usually the dominant problem. To demonstrate, I summarize aspects of my research on partial identification of risk assessments and treatment response. This includes work on identification of response to treatments for hypertension in a trial with missing data, on identification of response to diagnostic testing and treatment, and on credible ecological inference for personalized medicine.

Recognizing that medical knowledge regarding many clinical problems is incomplete, Section 6 considers patient care as a problem of decision making under uncertainty. To lay foundations for study of patient care under uncertainty, I first discuss basic concepts of decision theory in abstraction and then summarize some applications. I emphasize that there is no uniquely optimal way to make decisions under uncertainty, but there are various reasonable ways. I juxtapose several prominent decision criteria: maximization of subjective expected welfare, the maximin criterion, and the minimax-regret criterion.

I observe that, when applied to patient care with a utilitarian welfare function, these criteria may yield a recommendation that differs from the widespread admonition of CPG advocates to reduce "unwarranted variation" in clinical practice. To the contrary, they may prescribe diversification of treatment. Diversification means random assignment of observationally similar patients to different treatments. The rationale for diversification is that it prevents occurrence of gross errors that might occur if all patients were inadvertently given an inferior treatment. The possibility of learning enhances the advantage of diversifying treatment choice, the reason being that diversification yields randomized experiments.

2. Optimal Personalized Care Assuming Rational Expectations

2.1. Degrees of Personalized Medicine
The term *personalized medicine* is sometimes taken to mean health care that is literally specific to the individual, as in this definition by Ginsburg and Willard (2009, p. 278): "Personalized medicine is . . . . health care that is informed by each person’s unique clinical, genetic, genomic, and environmental information." However, patient data to support complete personalization is rarely available. Hence, the term is commonly used to mean care that varies with observed patient covariates. President's Council of Advisors on Science and Technology (2008) states (p. 7):

"'Personalized medicine' refers to the tailoring of medical treatment to the specific characteristics of each patient. In an operational sense, however, personalized medicine does not literally mean the creation of drugs or medical devices that are unique to a patient. Rather, it involves the ability to classify individuals into subpopulations that are uniquely or disproportionately susceptible to a particular disease or responsive to a specific treatment."

Thus, personalized medicine is a matter of degree rather than an all-or-nothing proposition.

Consider probabilistic risk assessment or prediction of treatment response. A patient may ask her clinician a seemingly straightforward questions such as "What is the chance that I will develop disease X in the next five years?" or "What is the chance that treatment Y will cure me?" Yet these questions do not have unique answers. Personalized probabilities of disease development or treatment outcomes depend on the patient covariates used to condition the predictions.

Clinicians often observe patient covariates beyond those used to predict outcomes in evidence-based risk assessments and studies of treatment response. Hence, clinicians often can personalize patient care to a greater degree than do evidence-based CPGs. An apt example is the evidence-based predictor of risk of breast cancer used in some guidelines for breast cancer screening.

2.1.1. The Breast Cancer Risk Assessment Tool

The Breast Cancer Risk Assessment (BCRA) Tool of the National Cancer Institute (2011) gives an evidence-based probability that a woman will develop breast cancer conditional on eight personal covariates: (1) history of breast cancer or chest radiation therapy for Hodgkin Lymphoma (yes/no); (2) presence of a
BRCA mutation or diagnosis of a genetic syndrome associated with risk of breast cancer (yes/no/unknown); (3) current age, in years; (4) age of first menstrual period (7-11, 12-13, ≥ 14, unknown); (5) age of first live birth of a child (no births, < 20, 20-24, 25-29, ≥30, unknown); (6) number of first-degree female relatives with breast cancer (0, 1, >1, unknown); (7) number of breast biopsies (0, 1, > 1, unknown); and (8) race/ethnicity (White, African American, Hispanic, Asian American, American Indian or Alaskan Native, unknown).

The reason that the tool assesses risk conditional on these covariates and not others is that the tool uses a modified version of the "Gail Model," based on the empirical research of Gail et al. (1989). The Gail et al. article estimated probabilities of breast cancer for white women who have annual breast examinations, conditional on covariates (1) through (7). Scientists at the National Cancer Institute later modified the model to predict invasive cancer within a wider population of women.

The BCRA Tool personalizes predicted risk of breast cancer in multiple respects, but it does not condition on further patient covariates that a clinician can observe and that may be associated with risk of cancer. For example, when considering the number of first-degree relatives with breast cancer (item 6), the BCRA Tool does not take into account the number and ages of a woman's first-degree relatives, which logically should matter when interpreting the response to the item. Nor does it condition on the prevalence of breast cancer among second-degree relatives, a consideration that figures prominently in another risk assessment model due to Claus, Risch, and Thompson (1994). When considering race/ethnicity (item 8), the BCRA Tool groups all white woman together and does not distinguish ethnic subgroups such as Ashkenazi Jews, who are thought to have considerably higher risk of a BRCA mutation than other white subgroups, a potentially important matter when the answer to item (2) is "unknown." Moreover, the BCRA Tool does not condition on behavioral covariates such as excessive drinking of alcohol, which has been associated with substantial increased risk of breast cancer (Singletary and Gapstur, 2001).

2.2. Formalizing Optimal Care
The BCRA Tool exemplifies a common question in patient care. Evidence from medical research enables assessment of risk of disease or treatment response conditional on certain patient covariates, so guidelines make recommendations conditional on these covariates. Clinicians also observe additional covariates that may be informative predictors of patient outcomes, but the available evidence does not show how outcomes vary with the additional covariates. How should medical decision making proceed?

When considering this question formally, I will assume that clinicians and CPG developers want to maximize a utilitarian welfare function that sums up the benefits and costs of treatment across the population. I also assume that treatment is individualistic; that is, the care received by one patient affects only that individual and not other members of the population. This assumption is usually realistic when considering non-infectious diseases.

When treatment is individualistic and welfare is utilitarian, the problem of optimizing patient care has a simple well-known solution. Patients should be divided into groups having the same observed covariates. All patients in a covariate group should be given the care that yields the highest within-group mean welfare. Thus, it is optimal to differentially treat patients with different observed covariates if different actions maximize their within-group mean welfare. Patients with the same observed covariates should be treated uniformly. The value of maximum welfare increases as more patient covariates are observed.

These findings have long been known in the literature on maximization of expected utility with rational expectations and is often stated without attribution. I do not know who first proved it, but a relatively early version is given in Good (1967). Manski (2007) and Kadane, Schervish, and Seidenfeld (2008) give later statements and proofs in different contexts. The result has been applied in the economic literature on medical decision making by Phelps and Mushlin (1988), Meltzer (2001), and Basu and Meltzer (2007), among others. Appendix A presents an abstract derivation of the optimal treatment rule, paraphrasing Manski (2007, Sec. 11.4). Section 2.3 characterizes optimal treatment in a simple and important medical decision problem that I will use to illustrate broad ideas throughout the paper.
A common medical decision is choice between periodic surveillance and aggressive treatment of patients at risk of potential disease. I have already mentioned one case, screening women for breast cancer. Others are choice between surveillance and drug treatment for patients at risk of heart disease or diabetes. Yet others are choice between surveillance and aggressive treatment of patients who have been treated for localized cancer and are at risk of metastasis. A semantically distinct but logically equivalent decision is choice between diagnosis of patients as healthy or ill. With diagnosis, the clinician is uncertain not whether a patient will develop the disease in the future but whether the patient is ill at present.

Choice between surveillance and aggressive treatment often requires resolution of a tension between benefits and costs. Aggressive treatment may be more beneficial to the extent that it reduces the risk of disease development or the severity of disease that does develop. However, aggressive treatment may be more costly to the extent that it generates health side effects and financial costs beyond those associated with surveillance.

Here is a simple formalization of the decision problem. Let treatment \( t = A \) denote surveillance and \( t = B \) denote aggressive treatment. Let \( y(A) \) and \( y(B) \) be potential binary outcomes, with \( y = 1 \) denoting that the patient will develop the disease and \( y = 0 \) otherwise. Let \( (x, w) \) be the patient covariates observed by a clinician, \( x \) being the subset used to make evidence-based predictions. Let \( P_{xw}(t) = P[y(t) = 1|x, w] \) be the probability that a patient with observed covariates \( (x, w) \) will develop the disease if the patient receives treatment \( t \). In the case of diagnosis, \( P_{xw}(t) \) is the probability that the patient is currently ill and does not vary with \( t \). A clinician has rational expectations if he knows \( P_{xw}(A) \) and \( P_{xw}(B) \).

The utility of each care option depends on whether a patient will or will not develop the disease. Let \( u_{xw}(y, t) \) denote the expected utility of treatment \( t \) to a patient with covariates \( (x, w) \) in the presence of disease outcome \( y \). The clinician chooses a care option without knowing the disease outcome. The expected utility of each treatment \( t \) without knowledge of the disease outcome is
(1) \( E[u(t)|x, w] = P_{xw}(t)u_{xw}(1, t) + [1 - P_{xw}(t)]u_{xw}(0, t) \).

Maximization of expected utility yields the treatment rule

(2) Choose A if
\[ P_{xw}(A)u_{xw}(1, A) + [1 - P_{xw}(A)]u_{xw}(0, A) \geq P_{xw}(B)u_{xw}(1, B) + [1 - P_{xw}(B)]u_{xw}(0, B), \]

Choose B if
\[ P_{xw}(B)u_{xw}(1, B) + [1 - P_{xw}(B)]u_{xw}(0, B) \geq P_{xw}(A)u_{xw}(1, A) + [1 - P_{xw}(A)]u_{xw}(0, A). \]

A clinician with rational expectations can implement the optimal treatment rule. In general, this rule cannot be implemented by a CPG that predicts disease development and assesses patient expected utility conditional only on covariates \( x \) rather than \((x, w)\).

Decision rule (2) is simple as is, but it is instructive to discuss further simplifications that occur when treatment operates on disease in different ways. In some clinical settings, aggressive treatment may prevent disease development whereas surveillance does not; thus, \( P_{xw}(B) = 0 \) and \( P_{xw}(A) > 0 \). In other settings, treatment does not affect the risk of disease but may affect the severity of illness when it occurs; thus, \( P_{xw}(B) = P_{xw}(A) \), but \( u_{xw}(1, A) \) may differ from \( u_{xw}(1, B) \). These conditions hold, for example, when clinicians diagnose whether patients are currently ill and choose accordingly between surveillance and aggressive treatment. I show below that, in settings of both types, calculation of a simple threshold probability of disease suffices to determine the optimal treatment.

2.3.1. Aggressive Treatment Prevents Disease

Suppose that \( P_{xw}(B) = 0 \). Then (2) reduces to

(3) Choose A if
\[ P_{xw}(A)u_{xw}(1, A) + [1 - P_{xw}(A)]u_{xw}(0, A) \geq u_{xw}(0, B), \]

Choose B if
\[ u_{xw}(0, B) \geq P_{xw}(A)u_{xw}(1, A) + [1 - P_{xw}(A)]u_{xw}(0, A). \]
Hence, the optimal treatment depends on the magnitude of $P_{xw}(A)$ relative to the threshold value that equalizes the expected utility of the two treatments:

\[
P^*_x(A) = \frac{u_{xw}(0, A) - u_{xw}(0, B)}{u_{xw}(0, A) - u_{xw}(1, A)}.
\]

It is generally reasonable to expect that surveillance yields higher expected utility when a patient will remain healthy rather than develop the disease; that is, $u_{xw}(0, A) > u_{xw}(1, A)$. Then surveillance is optimal when $P_{xw}(A) < P^*_x(A)$ and aggressive treatment is optimal when $P_{xw}(A) > P^*_x(A)$.

Inspection of (4) shows that $P^*_x(A) \leq 0$ if $u_{xw}(0, A) - u_{xw}(0, B) \leq 0$; that is, if surveillance yields lower expected utility than aggressive treatment when a patient will not develop the disease. Then aggressive treatment is the better option whatever the patient's probability of disease development may be. Contrariwise, $P^*_x(A) \geq 1$ if $u_{xw}(0, B) \leq u_{xw}(1, A)$; that is, if the expected utility of aggressive treatment in the absence of disease is less than that of surveillance in the presence of disease. Then surveillance is always better. When $0 < P^*_x(A) < 1$, the better care option varies with the probability of disease development.

2.3.2. Aggressive Treatment Reduces the Severity of Disease

Suppose that $P_{xw}(A) = P_{xw}(B) = P_{xw}$. Then (2) reduces to

\[
(5) \quad \text{Choose A if } P_{xw} u_{xw}(1, A) + (1 - P_{xw}) u_{xw}(0, A) \geq P_{xw} u_{xw}(1, B) + (1 - P_{xw}) u_{xw}(0, B),
\]

Choose B if $P_{xw} u_{xw}(1, B) + (1 - P_{xw}) u_{xw}(0, B) \geq P_{xw} u_{xw}(1, A) + (1 - P_{xw}) u_{xw}(0, A)$.

Hence, the optimal treatment depends on the magnitude of $P_{xw}$ relative to the threshold value that equalizes the expected utility of the two treatments:
It often is reasonable to suppose that surveillance yields higher expected utility when a patient will not develop the disease and that aggressive treatment yields higher utility when a patient will develop the disease; that is, \( u_x(0, A) > u_x(0, B) \), and \( u_x(1, B) > u_x(1, A) \). Then \( 0 < P^*_x < 1 \). Treatment A is optimal if \( P_{wx} \leq P^*_x \) and B is optimal if \( P_{wx} > P^*_x \).

3. Treatment with Imperfect Clinical Judgment


If it were reasonable to think that clinicians have rational expectations, there would be no utilitarian argument to develop and publish CPGs. However, a body of empirical psychological research comparing evidence-based statistical predictions with ones made by clinical judgment has concluded that the former consistently outperforms the latter when the predictions are made using the same patient attributes. The gap in performance persists even when clinical judgment uses additional attributes as predictors.

This research began in mid-twentieth century, some notable early contributions including Sarbin (1943, 1944), Meehl (1954), and Goldberg (1968). To describe the conclusions of the literature, I rely mainly on the influential review article of Dawes, Faust, and Meehl (1989). See Camerer and Johnson (1997) and Groves et al. (2000) for further review articles.

Dawes et al. distinguish actuarial prediction and clinical judgment as follows (p. 1668):

"In the clinical method the decision-maker combines or processes information in her or her head. In the actuarial or statistical method the human judge is eliminated and conclusions rest solely on empirically established relations between data and the condition or event of interest."
Comparing the two in circumstances where a clinician observes patient attributes that are not utilized in available actuarial prediction, they state (p. 1670):

"Might the clinician attain superiority if given an informational edge? For example, suppose the clinician lacks an actuarial formula for interpreting certain interview results and must choose between an impression based on both interview and test scores and a contrary actuarial interpretation based on only the test scores. The research addressing this question has yielded consistent results . . . . Even when given an information edge, the clinical judge still fails to surpass the actuarial method; in fact, access to additional information often does nothing to close the gap between the two methods."

Seeking to explain this empirical finding, they discuss an example in which the additional observed attribute is that a patient has a broken leg and then write (p. 1670-1671):

"The broken leg possibility is easily studied by providing clinicians with both the available data and the actuarial conclusion and allowing them to use or countervail the latter at their discretion. The limited research examining this possibility, however, all shows that greater overall accuracy is achieved when clinicians rely uniformly on actuarial conclusions and avoid discretionary judgments . . . . When operating freely, clinicians apparently identify too many 'exceptions,' that is, the actuarial conclusions correctly modified are outnumbered by those incorrectly modified. If clinicians were more conservative in overriding actuarial conclusions they might gain an advantage, but this conjecture remains to be studied adequately."

Here and elsewhere, Dawes, Faust, and Meehl caution against use of clinical judgment to subjectively predict disease risk or treatment response conditional on patient attributes that are not utilized in evidence-based assessment tools or research reports. They attribute the weak performance of clinical judgment to clinician failure to adequately grasp the logic of the prediction problem and to their use of decision rules that place too much emphasis on exceptions such as broken legs.

Psychological research published after Dawes, Faust, and Meehl (1989) has largely corroborated the conclusions reached there, albeit occasionally with caveats. For example, Groves et al. (2000) conclude their meta-analysis of the literature as follows (p. 25):

"This study confirms and greatly extends previous reports that mechanical prediction is typically as
accurate or more accurate than clinical prediction. However, our results qualify overbroad statements
in the literature opining that such superiority is completely uniform; it is not. In half of the studies
we analyzed, the clinical method is approximately as good as mechanical prediction, and in a few
scattered instances, the clinical method was notably more accurate.

Even though outlier studies can be found, we identified no systematic exceptions to the
general superiority (or at least material equivalence) of mechanical prediction. It holds in general
medicine, in mental health, in personality, and in education and training settings. It holds for
medically trained judges and for psychologists. It holds for inexperienced and seasoned judges."

It is natural to ask how psychological research on clinical judgment has affected the practice of
medicine. Curiously, I have found no explicit reference to it in my reading of medical commentaries
advocating adherence to CPGs. Nor have I found reference to it in the broader literature concerning practice
of evidence-based medicine. Perhaps medical writers are unaware of the psychological research. Perhaps
they are aware but have dismissed its relevance.

I can find passages in the literature on evidence-based medicine that, contrary to the psychological
literature, praise rather than criticize exercise of clinical judgment. For example, in a well-cited commentary,
Sackett (1997) calls for integration of evidence-based research with clinical judgment, writing (p. 3):

"The practice of evidence-based medicine means integrating individual clinical expertise with the
best available external clinical evidence from systematic research. By individual clinical expertise
we mean the proficiency and judgment that we individual clinicians acquire through clinical
experience and clinical practice. . . . By best available external clinical evidence we mean clinically
relevant research. . . . Good doctors use both individual clinical expertise and the best available
external evidence, and neither alone is enough."

3.2. Second-Best Welfare Comparison of Adherence to Guidelines and Clinical Judgment

The psychological literature strongly challenges the realism of assuming that clinicians have rational
expectations. However, this literature does not per se imply that adherence to CPGs would yield greater
welfare than decentralized decision making using clinical judgment. For specificity, I will again consider choice between surveillance and aggressive treatment.

One issue is that the psychological literature has not addressed all welfare-relevant aspects of clinical decisions. Section 2 showed that the optimal decision is determined by the disease probabilities $P_{xw}(\cdot)$ and the expected utilities $u_{xw}(\cdot, \cdot)$. Psychologists have studied the relative accuracy of risk assessments and diagnoses made by statistical predictors and by clinicians. However, they have not similarly studied the relative accuracy of evaluations of patient preferences over (illness, treatment) outcomes. Thus, the literature has generated findings that may be informative about the accuracy of statistical and clinical assessments of $P_{xw}(\cdot)$ but not $u_{xw}(\cdot, \cdot)$.

A second issue is that psychological research has seldom examined the accuracy of probabilistic risk assessments and diagnoses. It has been more common to assess the accuracy of point predictions. Study of the logical relationship between probabilistic and point prediction shows that data on the latter at most yields wide bounds on the former (Manski, 1990). For example, assume that a forecaster uses a symmetric loss function to translate a probabilistic risk assessment into a yes/no point prediction that a patient will develop a potential disease. Then observation that the forecaster states "yes" or "no" only implies that he judges the probability to be in the interval $[\frac{1}{2}, 1]$ or $[0, \frac{1}{2}]$ respectively. Thus, analysis of the accuracy of point predictions does not reveal much about the accuracy of statistical and clinical assessment of the disease probabilities $P_{xw}(\cdot)$.

A third issue is that inaccuracy of assessments of $P_{xw}(\cdot)$ and/or $u_{xw}(\cdot, \cdot)$ does not necessarily imply sub-optimality of decisions. A decision is optimal if it agrees with the inequalities in (2). Decisions made with inaccurate clinical judgment may nevertheless respect the inequalities.

In light of these issues, it is not possible at present to conclude that imperfect clinical judgment makes adherence to CPGs superior to decentralized decision making. The findings of the psychological literature only imply that welfare comparison is a delicate matter of choice between alternative second-best systems for patient care. Adherence to evidence-based CPGs may be inferior to the extent that CPGs
condition on fewer patient covariates than do clinicians, but it may be superior to the extent that imperfect clinical judgment yields sub-optimal decisions. How these opposing forces interplay depends on the specifics of the setting. I discuss one case below.

3.3. Surveillance or Aggressive Treatment of Women at Risk of Breast Cancer

Consider the common clinical decision between surveillance and aggressive treatment of women at risk of breast cancer. In this setting, surveillance means that a woman receives a breast examination and mammogram periodically, typically annually or biannually depending on age. Aggressive treatment encompasses several options.

One is more frequent surveillance. This does not affect the risk of disease development, but it may reduce the severity of disease outcomes by enabling earlier diagnosis and treatment of the tumor. A potential side effect is an increased risk of cancer caused by the radiation from mammograms.

Other options for aggressive treatment include strategies for reduction of the risk of disease development. These include changes to diet, administration of a drug such as taximofen, and prophylactic mastectomy. Each strategy may have side effects, most obviously in the case of prophylactic mastectomy.

The analysis of Section 2.3 suggests that, ceteris paribus, some form of aggressive treatment is the better option if the risk of breast cancer is sufficiently high and surveillance is better otherwise. Some CPGs use the BRCA Tool to assess risk and recommend aggressive treatment if the predicted probability of invasive cancer in the next five years is above a specified threshold. In particular, the National Comprehensive Cancer Network (NCCN) (2017) recommends annual surveillance if the predicted probability is below 0.017 and choice of some form of aggressive treatment if the probability is higher. A guideline issued by the American Society of Clinical Oncology (ASCO) recommends consideration of a pharmacological intervention when the predicted probability is above 0.166 (Visvanathan et al. 2009).

A clinician could use judgment to assess risk conditional on a richer set of patient covariates than are
used in the BCRA Tool. He could also a personalized threshold probability to make the treatment decision, as shown in Section 2.3, rather than apply the value 0.017 or 0.166 to all patients. However, clinical judgment may be imperfect. It is not known whether adherence to the NCCN or ASCO guideline yields better or worse patient care than does decentralized clinical decision making.

4. Questionable Methodological Practices in Evidence-Based Medicine

The psychological literature discussed in Section 3 has questioned the judgment of clinicians, but it has not similarly questioned the accuracy of the predictions used in evidence-based guideline development. The fact that predictions are evidence-based does not ensure that they use the available evidence effectively. Multiple questionable methodological practices have long afflicted research on health outcomes and may deleteriously affect the development of guidelines. This fact further complicates welfare comparison of adherence to guidelines and decentralized clinical practice.

I focus here on predictions made with evidence from randomized clinical trials. Trials have long enjoyed a favored status within medical research on treatment response and are often called the "gold standard" for such research. The influential Cochrane system for grading the quality of evidence ordinarily reserves its highest rating for evidence from randomized trials (Higgins and Green, 2011, Sec. 12.2.1). The drug approval process of the U.S. Food and Drug Administration (FDA) ordinarily considers only experimental evidence when making decisions on drug approval.

Guideline development acts accordingly, valuing trial evidence more than observational studies. Indeed, guideline developers sometimes choose to use only trial evidence, entirely excluding observational studies from consideration. An example is found in an article reporting a new evidence-based CPG for management of high blood pressure (James et al., 2014). The authors write (p. 508): "The panel limited its evidence review to RCTs because they are less subject to bias than other study designs and represent the gold
Section 4.1 cautions against wishful extrapolation of trial findings to clinical practice. Section 4.2 criticizes the use of hypothesis testing to interpret the sample data produced by trials. While I focus on the use of evidence from trials, I do not mean to absolve observational studies. Some of the questionable practices discussed below are commonplace there as well.

4.1. Wishful Extrapolation of Trial Findings to Clinical Practice

Guideline developers have used trial data to predict treatment response whenever such evidence is available. The well-known appeal of trials is that, given sufficient sample size and complete observation of outcomes, they deliver credible findings about treatment response within the study population. However, it is also well-known that extrapolation of findings from trials to clinical practice can be difficult.

Researchers and guideline developers often use untenable assumptions to extrapolate. I have referred to this practice as wishful extrapolation (Manski, 2013a). A particularly common manifestation of wishful extrapolation assumes that the treatment response that would occur in clinical practice is the same as that observed in trials. I discuss below multiple reasons why this assumption may be suspect.

4.1.1. Study Populations and Patient Populations

The study populations in trials often differ from the patient populations that clinicians treat. Trial designs often mandate important differences between these populations. A common practice has been to perform trials concerned with treatment of a specific disease only on subjects who have no co-morbidities. However, patients treated in practice may suffer from multiple conditions. Clinicians may then need to choose complexes of interacting treatments rather than treat diseases in isolation from one another.

Another source of difference between study and clinical populations is that a study population consists of patients who volunteer to participate in a trial. Volunteers respond to financial and medical
incentives to participate. A financial incentive may be receipt of free treatments. A medical incentive is that participation in a trial opens the possibility of receiving a treatment that is not otherwise available.

The study population differs materially from the relevant patient population if subjects and non-subjects have different distributions of treatment response. Treatment response in the latter group is not observed. It often is wishful extrapolation to assume that treatment response observed in trials performed on volunteers who lack co-morbidities is the same as what would occur in the patient populations that clinicians treat in practice.

Campbell and the Primacy of Internal Validity

Seeking to justify analysis of trials performed on study populations that may differ substantially from the populations that clinicians treat, researchers in public health and the social sciences often cite Donald Campbell, who distinguished between the internal and external validity of studies of treatment response (Campbell and Stanley, 1963; Campbell, 1984). A study is said to have internal validity if its findings for the study population are credible. It has external validity if an invariance assumption permits credible extrapolation. In this terminology, the appeal of randomized trials is their internal validity. Wishful extrapolation is an absence of external validity.

Campbell discussed both forms of validity, but he argued that studies should be judged first by their internal validity and only secondarily by their external validity. This perspective has been used to argue for the universal primacy of experimental research over observational studies, whatever the study population may be. The reason given is that properly executed randomized experiments have high internal validity. The Campbell perspective has also been used to argue that the best observational studies are those that most closely approximate randomized experiments.

Campbell’s view has been endorsed by Rosenbaum (1999), who recommends that observational studies of human subjects aim to approximate the conditions of laboratory experiments. Rosenbaum, like Campbell, downplays the importance of having the study population be similar to the population of interest,
writing (page 259): “Studies of samples that are representative of populations may be quite useful in describing those populations, but may be ill-suited to inferences about treatment effects.”

From the perspective of treatment choice, the Campbell-Rosenbaum position is well grounded if treatment response is homogeneous. Then researchers can aim to learn about treatment response in easy-to-analyze study populations and clinicians can be confident that research findings can be extrapolated to patient populations of interest. In human populations, however, homogeneity of treatment response seems the exception rather than the rule. To the degree that treatment response is heterogeneous, it may be wishful to extrapolate findings from a study population to a patient population of interest, as optimal treatments in the two may differ. Hence, I see no general reason to value internal validity above external validity.

4.1.2. Experimental Treatments and Treatments of Interest

The treatments assigned in trials often differ from those that would be assigned in clinical practice. This is particularly so in trials comparing drug treatments, one of which may be a placebo. These trials are normally double-blinded, neither the patient nor his physician knowing the assigned treatment. Hence, a trial reveals the distribution of response in a setting where patients and physicians are uncertain what drug a patient is receiving. It does not reveal what response would be in a clinical setting where patients and physicians would know what drug is being administered and would be able to react to this information.

Blinding is particularly problematic for clinical interpretation of the noncompliance and attrition that often occur in drug trials. When a trial subject chooses not to comply with the specified trial protocol or to drop out of the trial, he makes this decision knowing only the probability that he is receiving each drug, not the actuality. Patient behavior may differ in clinical settings where the patient and clinician know what drug is being administered.

It has been common in study of trial data to perform intention-to-treat analysis, which examines the outcomes of assignment into a treatment group rather than the outcomes of receipt of treatment. Noncompliance is logically impossible in intention-to-treat analysis because subjects have no ability to
modify their treatment assignments. This fact may tempt one to think that compliance need not be a concern in study of trial data. This temptation should be resisted. Intention to treat analysis does not predict how patients would behave in clinical practice, when they know the treatments that their physicians have prescribed for them.

4.1.3. Surrogate Outcomes and Outcomes of Interest

A serious measurement problem occurs when trials have short durations. Clinicians and patients often want to learn long-term outcomes of treatments, but short trials reveal only short-run outcomes. Credible extrapolation from the surrogate outcomes measured in short trials to the long-term outcomes of interest can be highly challenging.

Trials for drug approval by the FDA provide a good illustration. The most lengthy, called phase 3 trials, typically run for only two to three years. When trials are not long enough to observe the health outcomes of real interest, the practice is to measure surrogate outcomes and base drug approval decisions on their values. For example, treatments for heart disease may be evaluated using data on patient cholesterol levels and blood pressure rather than data on heart attacks and life span. Thus, the trials used in drug approval may only reveal the distribution of surrogate outcomes in the study population, not the distribution of outcomes of real health interest.

Some researchers have called attention to the difficulty of extrapolating from surrogate outcomes to health outcomes of interest. For example, Fleming and Demets (1996), who review the prevalent use of surrogate outcomes in phase 3 trials evaluating drug treatments for heart disease, cancer, HIV/AIDS, osteoporosis, and other diseases, write (p. 605): “Surrogate end points are rarely, if ever, adequate substitutes for the definitive clinical outcome in phase 3 trials.”

4.1.4. Wishful Aggregation of Findings in Meta-Analyses

The issues discussed above concern extrapolation of findings from single trials. Further issues arise
when researchers attempt to combine findings from multiple trials. A common practice is to perform a meta-

analysis.

Meta-analysis was originally proposed to address a purely statistical problem. One wants to estimate
as well as possible some parameter characterizing a study population. For example, the parameter of interest
may be the mean outcome that would occur if all members of the population were to receive a specified
treatment. Suppose that $K$ independent trials drawing random samples of sizes $N_1, \ldots, N_K$ have been
performed on the same study population. If the raw data on the trial outcomes are available, the most precise
way to estimate the parameter combines the samples into one of size $\sum_{k=1}^{K} N_k$ and computes the estimate
using all the data. Suppose, however, that the raw data are unavailable, making it infeasible to combine the
samples. Instead, $K$ parameter estimates are available, each computed with the data from a different sample.
Meta-analysis proposes methods to combine the $K$ estimates so as to achieve as precise an estimate of the
parameter as possible. The usual proposal is to compute a weighted-average of the estimates, the weights
varying with sample size.

While the original concept of meta-analysis is uncontroversial, its applicability is limited. It is rarely
the case that multiple independent trials are performed on the same population. It is much more common for
multiple trials to be performed on distinct study populations that may have different distributions of treatment
response. The protocols for administration of treatments and measurement of outcomes may vary across trials
as well. Meta-analysis are performed often in such settings, computing weighted averages of estimates for
distinct study populations and trial designs.

The obvious problem is that it may not be clear how to define and interpret a weighted average of
the $K$ separate estimates. Meta-analyses sometimes answer these questions through the lens of a random-
effects model. The model assumes that each of the $K$ estimates pertains to a distinct parameter value drawn
at random from a population of potential parameter values. Then a weighted average of the $K$ estimates is
interpreted to be an estimate of the mean of all potential parameter values. See, for example, DerSimonian
and Laird (1986). This approaches yields a well-defined estimand under the maintained assumptions, but the
relevance of this estimand to clinical practice may be obscure.

4.2. Misplaced Use of Hypothesis Testing

Leaving aside all of the issues that arise in extrapolating trial findings to clinical practice, there remains the familiar statistical problem of interpreting the samples of treatment outcomes generated by trials. A longstanding practice has been to use trial data to test a specified null hypothesis against an alternative and to use the outcome of the test to compare treatments. Hypothesis testing is also used to decide what findings to report in research articles. This section critiques these practices.

4.2.1. Using Hypothesis Tests to Compare Treatments

A common procedure when comparing two treatments in a trial is to view one of them as the status quo and the other as an innovation. The usual null hypothesis is that the innovation is no better than the status quo and the alternative is that the innovation is better. If the null hypothesis is not rejected, it is recommended that the status quo treatment be used in clinical practice. If the null is rejected, it is recommended that the innovation be the treatment of choice. This type of test is institutionalized in the FDA drug approval process, which calls for comparison of a new drug with a placebo or a previously approved treatment. Approval of the new drug normally requires rejection of the null hypothesis of zero average treatment effect in two independent trial (Fisher and Moyé, 1999).

The standard practice has been to perform a test that fixes the probability of rejecting the null hypothesis when it is correct, called the probability of a Type I error. Then sample size determines the probability of rejecting the alternative hypothesis when it is correct, called the probability of a Type II error. The power of a test is defined as one minus the probability of a type II error. The convention has been to choose a sample size that yields specified power at some value of the effect size deemed clinically important. For example, International Conference on Harmonisation (1999) has provided guidance for the design and
conduct of trials evaluating pharmaceuticals, stating (p. 1923):

“Conventionally the probability of type I error is set at 5% or less or as dictated by any adjustments made necessary for multiplicity considerations; the precise choice may be influenced by the prior plausibility of the hypothesis under test and the desired impact of the results. The probability of type II error is conventionally set at 10% to 20%.”

Manski and Tetenov (2016) observe that there are several reasons why hypothesis testing may yield unsatisfactory results for medical decisions. These include the following:

*Use of Conventional Asymmetric Error Probabilities:* It has been standard to fix the probability of Type I error at 5% and the probability of Type II error at 10-20%. The theory of hypothesis testing gives no rationale for selection of these conventional error probabilities. In particular, it gives no reason why a clinician concerned with patient welfare should find it reasonable to make treatment choices that have a substantially greater probability of Type II than Type I error.

*Inattention to Magnitudes of Losses When Errors Occur:* A clinician should care about more than the probabilities of Type I and II error. He should care as well about the magnitudes of the losses to patient welfare that arise when errors occur. A given error probability should be less acceptable when the welfare difference between treatments is larger, but the theory of hypothesis testing does not take this into account.

*Limitation to Settings with Two Treatments:* A clinician often chooses among several treatments and many clinical trials compare more than two treatments. Yet the standard theory of hypothesis testing only contemplates choice between two treatments. Statisticians have struggled to extend it to deal sensibly with comparisons of multiple treatments.

4.2.2. Using Hypothesis Tests to Choose When to Report Findings
Beyond its use to choose between treatments, hypothesis testing is also used to determine when research articles should report trial findings conditional on observed patient covariates. Section 2.2 showed that optimal patient care segments patients into covariate groups and maximizes expected utility within each group. Clinicians commonly have much information — medical histories, diagnostic test findings, and demographic attributes — about the patients they treat. Yet the medical journal articles that report on trials typically present trial findings aggregated to broad demographic groups.²

Conventional ideas about what constitutes adequate statistical precision for an empirical finding to be of interest have been strongly influenced by the theory of hypothesis testing. Conditioning on covariates generally reduces the statistical precision of estimates of treatment effects, to the point where findings become “statistically insignificant.” Aiming to avoid publication of statistically insignificant results ex ante, researchers often report findings only for groups whose sample sizes are large enough to perform tests with conventional Type I and II error probabilities. Moreover, researchers sometimes selectively report findings that are statistically significant ex post by standard criteria. This reporting practice has been recognized to generate publication bias (Ioannidis, 2005; Wasserstein and Lazar, 2016).³

If researchers want to inform patient care, they should not view statistical insignificance as a reason to refrain from studying and reporting observable heterogeneity in treatment response. Clinicians should be

² For example, Crits-Christoph et al. (1999) report on a trial placing 487 cocaine-dependent patients in one of four treatment groups, each designated treatment combining group drug counseling (GDC) with another form of therapy. The article provides much descriptive information on subject covariates including measures of race, sex, age, education, employment status, type and severity of drug use, psychiatric state, and personality. Yet the article does not report treatment outcomes conditional on any of these patient covariates. Indeed, its Conclusion section makes no reference to the possibility that treatment response might vary with covariates, stating simply (page 493): “Compared with professional psychotherapy, a manual-guided combination of intensive individual drug counseling and GDC has promise for the treatment of cocaine dependence.”

³ Beyond concern for statistical significance, there may be other reasons why studies of treatment response report only aggregated findings. Researchers may think that treatment response is homogenous across patients; then reporting findings conditional on patient covariates has no value. Or concern for the confidentiality of subjects’ identities may inhibit reporting covariate data. Or editorial restrictions on the lengths of journal articles may prevent researchers from reporting useful findings.
concerned with the quantitative variation of outcomes with treatments and covariates. Hypothesis tests do not address this question. Subject to considerations of subject confidentiality and space constraints, research journals should encourage publication of findings conditional on observed patient covariates. When journal space constraints prevent publication of all potentially informative findings, researchers should report them on the internet or through other means.

5. Using Evidence to Inform Clinical Practice

The questionable evidential practices described in Section 4 have become prevalent because medical research has adhered to methodological guidelines developed in classical statistics, whose motivations are remote from the decision making concerns of clinical practice. Research on treatment response has used the statistical theory of randomized experiments pioneered by R. A. Fisher (Fisher, 1935), whose objectives are to test hypotheses regarding and estimate the magnitudes of treatment effects. Fisher's theory does not directly address the problem of treatment choice. Nevertheless, researchers and guideline developers have used it for that purpose.

Evidence-based studies of treatment response can better inform clinical practice if they seek to provide knowledge that promotes effective decision making. Section 2 formalized an optimal treatment rule as one that assigns each patient a treatment that maximizes expected utility conditional on the person’s observed covariates. From this perspective, studies of treatment response are useful to the degree that they reveal how expected utility varies with treatments and covariates. It is unrealistic to think that evidence-based studies can provide all the information that clinicians would like to have. The task of methodological research should be to illuminate the information that different types of studies can credibly supply.

To begin, one should recognize that studies commonly experience both statistical imprecision and identification problems. Small sample sizes limit the precision of inference. Identification problems are the
inferential difficulties that persist even when sample size grows without bound. I focus here on identification problems, which typically are the dominant difficulty. I will discuss sampling imprecision from the perspective of treatment choice in Section 6.

5.1. Credible Identification Analysis

The unobservability of counterfactual treatment outcomes creates a fundamental identification problem when attempting to draw conclusions from observational studies, where treatment selection may be related to treatment response in an unknown way. Identification problems also complicate inference from trials, which typically do not attain the ideal that persons have in mind when they refer to them as the "gold standard" for research. As discussed in Section 4, the subjects in trials are volunteers who meet specific criteria and, hence, may not be representative of patient populations. Moreover, trials may have non-compliance, attrition, and measure surrogate outcomes rather than ones of real interest. An unfortunate characteristic of traditional empirical research on treatment response has been that it gives clinicians and guideline developers little sense of how identification problems limit inference. Whether the data are obtained from a trial or an observational study, researchers commonly report point estimates that may have fragile foundations.

In a research program studying identification with realistic data and credible assumptions, I have found that such research may yield informative bounds on treatment effects but not their precise values. Early contributions include Manski (1990, 1997) and Manski and Pepper (2000). Manski (2007) gives a broad textbook exposition. Manski (2013, 2017) and Horowitz and Manski (2000) study specific identification problems that arise in clinical practice. The research considers inference from observational studies as well as trials. I show that both can be informative to some degree.

Recall the formal description of optimal treatment choice given in Appendix A. My research has sought to characterize what one would learn about the vector $E[y(\cdot)|x] = \{E[u(t)|x = \xi], t \in T, \xi \in X\}$ of
expected utilities that determine the optimal treatment rule if the sample sizes in available studies were to grow without bound and if the study evidence were to be combined with credible assumptions. The canonical finding is that the expected utilities would be revealed to lie in some informative set, called the *identification region*, but would not be pinned down precisely. Thus, the expected utilities are typically *partially identified* rather than *point-identified*.

The practical task of identification analysis is to characterize identification regions in a tractable manner, to enable clinicians and guideline developers to make use of the findings. The remainder of this section describes three cases, the first using data from a trial and the latter two using observational evidence.

5.2. Identification of Response to Treatments for Hypertension from a Trial with Missing Data

Horowitz and Manski (2000) analyzed identification of mean treatment response when a trial is performed but some outcome or covariate data are missing. We supposed that outcomes are binary and derived sharp bounds on $E[y(\cdot)\mid x]$ without imposing any assumptions about the distribution of the missing data. This analysis contrasts sharply with the conventional practice in medical research of assuming that missing data are missing at random or have some other structure. We applied the findings to data from a trial comparing treatments for hypertension, described below.

Materson et al. (1993) presented findings from a trial comparing treatments for hypertension sponsored by the U.S. Department of Veteran Affairs (DVA). Male veteran patients at 15 DVA hospitals were randomly assigned to one of 6 antihypertensive drug treatments or to placebo: hydrochlorothiazide ($t = 1$), atenolol ($t = 2$), captopril ($t = 3$), clonidine ($t = 4$), diltiazem ($t = 5$), prazosin ($t = 6$), placebo ($t = 7$). The trial had two phases. In the first, the dosage that brought diastolic blood pressure (DBP) below 90 mm Hg was determined. In the second, it was determined whether DBP could be kept below 95 mm Hg for a long time. Treatment was defined to be successful if DBP $< 90$ mm Hg on two consecutive measurement occasions in the first phase and DBP $\leq 95$ mm Hg in the second. Treatment was deemed unsuccessful
otherwise. Thus the outcome of interest was binary, with $y = 1$ if the criterion for success is met and $y = 0$ otherwise. Materson et al. (1993) recommended that clinicians treating hypertension should consider this medical outcome variable as well as patient’s quality of life and the cost of treatment.

The Materson et al. (1993) article examined how treatment response varies with the race and age of the patient. There were no missing data on the race and age covariates. The authors performed an intention-to-treat analysis that interpreted attrition from the trial as lack of success; from this perspective there were no missing outcome data either. Horowitz and Manski (2000) obtained the trial data and used them to examine how treatment response varies with another covariate that does have missing data. This was the biochemical indicator “renin response,” taking the values $x = (\text{low}, \text{medium}, \text{high})$, which had previously been studied as a factor that might be related to successful treatment (Freis, Materson, and Flamenbaum 1983). Renin-response was measured at the time of randomization, but data were missing for some subjects in the trial. Horowitz and Manski also removed the intention-to-treat interpretation of attrition as lack of success. Instead, we viewed subjects who leave the trial as having missing outcome data. The pattern of missing covariate and outcome data is shown in Table 1 of Horowitz and Manski (2000), reproduced here.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Number Randomized</th>
<th>Observed Successes</th>
<th>None Missing</th>
<th>Missing Only y</th>
<th>Missing Only x</th>
<th>Missing (y, x)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>188</td>
<td>100</td>
<td>173</td>
<td>4</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>178</td>
<td>106</td>
<td>158</td>
<td>11</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>188</td>
<td>96</td>
<td>169</td>
<td>6</td>
<td>13</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>178</td>
<td>110</td>
<td>159</td>
<td>5</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>185</td>
<td>130</td>
<td>164</td>
<td>6</td>
<td>14</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>188</td>
<td>97</td>
<td>164</td>
<td>12</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>187</td>
<td>57</td>
<td>178</td>
<td>3</td>
<td>6</td>
<td>0</td>
</tr>
</tbody>
</table>

Horowitz and Manski (2000) used the identification analysis to estimate sharp bounds on the success probabilities $\{P[y(t) = 1 \mid x], t = 1, \ldots, 7\}$ without imposing assumptions on the distribution of missing data. Rather than report the bounds on the success probabilities directly, the article reported the implied bounds.
on the average treatment effects \( \{P[y(t) = 1|x]\} - \{P[y(7) = 1|x]\}, t = 1, \ldots, 6\), which measure the efficacy of each treatment relative to the placebo. Table 2 shows the estimates of the bounds on the success probabilities themselves, which have previously been reported in Manski (2008).

Table 2: Bounds on Success Probabilities Conditional on Renin Response

<table>
<thead>
<tr>
<th>Renin Response</th>
<th>Treatment 1</th>
<th>Treatment 2</th>
<th>Treatment 3</th>
<th>Treatment 4</th>
<th>Treatment 5</th>
<th>Treatment 6</th>
<th>Treatment 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>[0.54, 0.61]</td>
<td>[0.52, 0.62]</td>
<td>[0.43, 0.53]</td>
<td>[0.58, 0.66]</td>
<td>[0.66, 0.76]</td>
<td>[0.54, 0.65]</td>
<td>[0.29, 0.32]</td>
</tr>
<tr>
<td>Medium</td>
<td>[0.47, 0.62]</td>
<td>[0.60, 0.74]</td>
<td>[0.53, 0.68]</td>
<td>[0.50, 0.69]</td>
<td>[0.68, 0.85]</td>
<td>[0.41, 0.65]</td>
<td>[0.27, 0.32]</td>
</tr>
<tr>
<td>High</td>
<td>[0.28, 0.50]</td>
<td>[0.64, 0.86]</td>
<td>[0.56, 0.75]</td>
<td>[0.63, 0.84]</td>
<td>[0.55, 0.78]</td>
<td>[0.34, 0.59]</td>
<td>[0.28, 0.40]</td>
</tr>
</tbody>
</table>

To focus on the identification problem, suppose that the estimates are the actual bounds rather than finite-sample estimates. Observe that even though the findings are bounds rather than precise success probabilities, many bounds are sufficient narrow to enable one to conclude that certain treatments are dominated; that is, definitely inferior to others. For patients with low renin response, treatments 1, 2, 3, 4, 6, and 7 are all dominated by treatment 5, which has the greatest lower bound (.66). For patients with medium renin response, treatments 1, 3, 6, and 7 are dominated by treatment 5, which again has the greatest lowest bound (.68). For patients with high renin response, treatments 1, 6, and 7 are dominated by treatment 2, which has the greatest lowest bound (.64). Thus, without imposing any assumptions on the distribution of missing data, a clinician can reject treatments 1, 6, and 7 for all patients, reject treatment 3 for patients with medium renin response, and determine that treatment 5 is optimal for patients with low renin response.

5.3. Identification of Response to Diagnostic Testing and Treatment

Manski (2013) studies identification of response to diagnostic testing and treatment. I consider a common scenario in which a patient presents to a clinician, who obtains initial evidence on health status. The clinician may prescribe a treatment immediately or he may first order a diagnostic test that yields further
evidence on health status. In the latter case, he prescribes a treatment after observation of the test result. The clinical decision has several aspects: Should the test be ordered? What treatment should be chosen in the absence of the test? What treatment should be chosen when the test is ordered and the result observed?

Phelps and Mushlin (1988) studied this decision using an extension of the optimization framework described in Section 2. My analysis begins by observing that clinicians and guideline developers often do not have all of the knowledge needed to solve the optimization problem. I characterize the partial knowledge generated when one can observe a study population where decisions adhere to a common clinical practice. I then show how combining these observational data with various credible assumptions yields further knowledge but still not enough to solve the optimization problem. I summarize below.

5.3.1. Optimal Testing and Treatment

Phelps and Mushlin (1988) assumed that clinicians have rational expectations and maximize expected utility. The value of ordering a diagnostic test is that doing so reveals a patient covariate that the clinician would not observe otherwise, namely the test result. Appendix A showed that the expected value of information is necessarily non-negative and is positive if the result affects the optimal treatment. It follows that the clinician should always order the test if performing the test has no negative effect on patient utility. However, performing a test often does negatively affect utility. For example, biopsies, CT scans, and colonoscopies are invasive and expensive procedures. Hence, the test should be performed only if the expected informational benefit outweighs the utility cost. Phelps and Mushlin recognized that the clinician faces a dynamic programming problem and they characterized the solution.

Manski (2013) poses a version of this problem as the prelude to identification analysis. As in Section 2, a clinician's objective is to maximize patients' expected utility. I assume that patients always comply with the clinician's decisions. Let \( x \) denote the initially observed covariates of a patient. There are two feasible treatments, \( t = A \) and \( t = B \). Let \( s = 1 \) or \( 0 \) indicate whether the clinician orders the test. Let \( r \) denote the test
result. I assume that the result is binary, \( r = p \) (positive) or \( r = n \) (negative). An example would be a biopsy, which either finds malignant cells \( (r = p) \) or does not \( (r = n) \).

The actions that the clinician may choose and the knowledge of patient covariates accompanying each action may be expressed as a decision tree. The clinician chooses \( s = 0 \) or \( s = 1 \) with knowledge of \( x \). If he chooses \( s = 0 \), he chooses \( t = A \) or \( t = B \) with knowledge of \( x \). If he chooses \( s = 1 \), he chooses \( t = A \) or \( t = B \) with knowledge of \((x, r)\). The clinician aggregates the benefits and harms of making a particular testing decision \( s \) and treatment choice \( t \) for a given patient into a scalar welfare measure \( y(s, t) \).

Let \( f(r|x) \) denote the fraction of patients with covariates \( x \) who would have test result \( r \) if they were to be tested. Let \( E[y(s, t)|x] \) be the mean welfare if all patients with covariates \( x \) were to receive \((s, t)\). Let \( E[y(s, t)|x, r] \) be the mean welfare if all patients with covariates \( x \) and test result \( r \) were to receive \((s, t)\). It can be shown that the optimal testing and treatment decisions are

\[
(7a) \quad \text{Choose } s = 1 \text{ if } \sum_{r \in \{p, n\}} f(r|x)[\max\{E[y(1, A)|x, r], E[y(1, B)|x, r]\}] \geq \max\{E[y(0, A)|x], E[y(0, B)|x]\},
\]

choose \( s = 0 \) otherwise.

\[
(7b) \quad \text{If } s = 0, \text{ choose } t = B \text{ if } E[y(0, B)|x] \geq E[y(0, A)|x] \text{ and choose } t = A \text{ otherwise.}
\]

\[
(7c) \quad \text{If } s = 1 \text{ and } r = p, \text{ choose } t = B \text{ if } E[y(1, B)|x, p] \geq E[y(1, A)|x, p] \text{ and choose } t = A \text{ otherwise.}
\]

\[
(7d) \quad \text{If } s = 1 \text{ and } r = n, \text{ choose } t = B \text{ if } E[y(1, B)|x, n] \geq E[y(1, A)|x, n] \text{ and choose } t = A \text{ otherwise.}
\]

The treatment allocations in (7b-14d) are transparent. Whatever testing decision the clinician makes and whatever test result occurs, he should choose a treatment that maximizes expected utility conditional on the observed covariates and test result. The testing allocation in (7a) is more subtle. It is always optimal to
test if testing never has a negative direct effect on patient utility; that is, if \( y(1, t) \geq y(0, t) \) for all treatments and patients. A decision not to test can be optimal only if testing sometimes negatively affects utility. This can happen if testing is invasive, costly, or harms patients by delaying treatment. Criterion (7a) gives the circumstances in which the information value of testing outweighs its negative utility effect.

5.3.2. Partial Identification of Response to Testing and Treatment with Observational Data

Criteria (7) show that determination of the optimal testing and treatment decisions for a patient with initial covariates \( x \) requires sufficient knowledge of \( f(r|x) \), \( E[y(0, t)|x] \), and \( E[y(1, t)|x, r] \) for \( t \in \{A, B\} \) and \( r \in \{n, p\} \). In principle, one might obtain this knowledge by performing a randomized trial. An ideal trial with four arms, one for each value of \( (s, t) \), would reveal the distribution of test results and treatment response. However, an ideal trial often is infeasible. Often the only available evidence are observational data generated by the testing and treatment decisions that occur in clinical practice.

I analyze identification of response to testing and treatment when \( t = A \) is surveillance and \( t = B \) is aggressive treatment. A common clinical practice is to choose aggressive treatment if and only if a diagnostic test is performed and the result is positive. The chosen treatment is surveillance if the test result is negative or if the patient is not tested. I call this clinical practice aggressive treatment with positive testing (ATPT). I assume that the available evidence are observational data in a study population that adheres to the ATPT practice.

The identification problem arises from the unobservability of counterfactual testing and treatment outcomes. To focus attention on this core difficulty, I abstract from others that may arise in practice. I suppose that one observes the entire study population rather than a sample, that the study population has the same composition as the population to be treated, and that outcomes are bounded on \([0, 1]\).

Recall that, to optimize care, the clinician wants to learn \( \{E[y(0, t)|x], E[y(1, t)|x, r], f(r|x)\} \) for \( t \in \{A, B\} \) and \( r \in \{n, p\} \). Given the ATPT practice, the evidence reveals nothing about \( E[y(0, B)|x] \), \( E[y(1, B)|x] \),
n], and E[y(1, A)|x, p]. This is because ATPT mandates t = A when s = 0 and when (s = 1, r = n), while it mandates t = B when (s = 1, r = p).

On the other hand, the evidence yields informative bounds on E[y(0, A)|x], E[y(1, A)|x, n], E[y(1, B)|x, p], and f(r|x). Let z = 1 if a person in the study population was tested and z = 0 if he was not. Define g(n, x) = f(r = n|x, z = 1)P(z = 1|x) + P(z = 0|x) and g(p, x) = f(r = p|x, z = 1)P(z = 1|x) + P(z = 0|x). The results are these bounds:

(8a) \[ E[y(0, A)|x, z = 0]P(z = 0|x) \leq E[y(0, A)|x] \leq E[y(0, A)|x, z = 0]P(z = 0|x) + P(z = 1|x). \]

(8b) \[ E[y(1, A)|x, n, z = 1]f(r = n|x, z = 1)P(z = 1|x)/g(n, x) \leq E[y(1, A)|x, n] \leq \{E[y(1, A)|x, n, z = 1]f(r = n|x, z = 1)P(z = 1|x) + P(z = 0|x)\}/g(n, x). \]

(8c) \[ E[y(1, B)|x, p, z = 1]f(r = p|x, z = 1)P(z = 1|x)/g(p, x) \leq E[y(1, B)|x, p] \leq \{E[y(1, B)|x, p, z = 1]f(r = p|x, z = 1)P(z = 1|x) + P(z = 0|x)\}/g(p, x). \]

(8d) \[ f(r = n|x, z = 1)P(z = 1|x) \leq f(r = n|x) \leq f(r = n|x, z = 1)P(z = 1|x) + P(z = 0|x). \]

A corresponding bound on f(r = p|x) follows immediately from the one that holds for f(r = n|x).

The above bounds are derived without making any assumptions about the outcomes of counterfactual testing and treatment decisions. I show that more can be learned if the observational data are combined with assumptions that may be credible in some settings. These results are summarized below.

Random Testing Assumption

Each of the five quantities that is partially identified with no assumptions about counterfactual outcomes becomes point identified if testing is random conditional on x. Random testing may occur through
performance of a randomized trial of testing, which is not prohibited by the ATPT practice. Random testing implies these equalities:

\begin{align}
(9a) \quad E[y(0, A)|x] &= E[y(0, A)|x, z = 0]. \\
(9b) \quad E[y(1, A)|x, n] &= E[y(1, A)|x, n, z = 1]. \\
(9c) \quad E[y(1, B)|x, p] &= E[y(1, B)|x, p, z = 1]. \\
(9d) \quad f(r = n|x) &= f(r = n|x, z = 1).
\end{align}

The quantities on the right-hand side of these equations are observable. The assumption of random testing does not, however, help to identify \(E[y(0, B)|x]\), \(E[y(1, B)|x, n]\), and \(E[y(1, A)|x, p]\).

**Test Result as a Monotone Instrumental Variable**

Patients with negative results on a diagnostic test are often thought to be healthier than ones with positive results. Hence, a clinician may find it credible to predict that patients with negative test results have better future prospects, on average, than do patients with positive results. Formally, the clinician may find it credible to assume \(E[y(s, t)|x, n] \geq E[y(s, t)|x, p]\) for specified values of \((s, t)\). Then test result is a **monotone instrumental variable** (MIV). See Manski and Pepper (2000).

The MIV assumption for \((s, t) = (1, A)\) implies that \(E[y(1, A)|x, p]\) is no larger than the basic upper bound on \(E[y(1, A)|x, n]\) obtained without assumptions. If one also assumes random testing, then \(E[y(1, A)|x, p]\) is no larger than the known value of \(E[y(1, A)|x, n]\). The MIV assumption for \((s, t) = (1, B)\) implies that \(E[y(1, B)|x, n]\) is no smaller than the basic lower bound on \(E[y(1, B)|x, p]\). If one also assumes random testing, then \(E[y(1, B)|x, n]\) is no smaller than the known value of \(E[y(1, B)|x, p]\).

**Monotone Response to Testing**
A clinician may believe that testing cannot directly improve welfare but may decrease it. For example, he may think that testing has no therapeutic effect but may be invasive or costly. Formally, the clinician may find it credible to assume the inequality $y(0, t) \geq y(1, t)$ for specified values of $t$ and for all patients. This is a monotone-treatment-response (MTR) assumption. See Manski (1997).

The MTR assumption for $t = B$ yields a lower bound on $E[y(0, B)|x]$, the bound depending on what other assumptions are imposed. A simple finding emerges if one combines the MTR assumption and the MIV assumption for $(s, t) = (1, B)$. Then $E[y(0, B)|x]$ is no smaller than the basic lower bound on $E[y(1, B)|x, p]$. If one also assumes random testing, $E[y(0, B)|x]$ is no smaller than the known value of $E[y(1, B)|x, p]$.

5.4. Credible Ecological Inference for Personalized Medicine

Manski (2017) studies the identification problem faced by a clinician who observes more patient covariates than are used in evidence-based predictors of health outcomes. As in Section 2, suppose there exists an objectively correct evidence-based probabilistic prediction that conditions on patient covariates $x$. Moreover, a clinician observes further patient covariates $w$. Let $y$ denote a patient outcome of interest, perhaps indicating whether the patient will develop a specified disease or remaining life span. Suppose the clinician want to choose a care option that maximizes expected utility conditional on the observed covariates.

To accomplish this, a clinician treating a patient with covariates $(x = k, w = j)$ wants to know the "long" probability distribution $P(y|x = k, w = j)$ that predicts outcomes conditional on this value of $(x, w)$. However, the evidence-based predictor only reveals the "short" distribution $P(y|x = k)$ that conditions just on $x$.

To understand the identification problem, I begin with the Law of Total Probability, which relates the short and long predictive distributions:

\[
P(y|x = k) = P(w = j|x = k)P(y|x = k, w = j) + P(w \neq j|x = k)P(y|x = k, w \neq j).
\]
Knowledge of $P(y|x = k)$ alone reveals nothing about $P(y|x = k, w = j)$. Any distribution $P(y|x = k, w = j)$ satisfies the equation if $P(w = j|x = k) = 0$. Partial conclusions may be drawn if one has evidence revealing $P(y|x = k)$ and $P(w = j|x = k)$, provided that the latter is positive. The problem of identification of $P(y|x, w)$ given knowledge of $P(y|x)$ and $P(w|x)$ is called the ecological inference problem.

The basic version of the problem considers identification without structural assumptions that restrict $P(y|x, w)$. Tighter conclusions may be drawn if one combines knowledge of $P(y|x)$ and $P(w|x)$ with such assumptions. Sections 5.4.1 summarizes findings on the former case, while Section 5.4.2 considers the latter.

5.4.1. Prediction without Structural Assumptions

The joint identification region for $P(y|x = k, w = j)$ and $P(y|x = k, w = j)$ given knowledge of $P(y|x)$ and $P(w|x)$ is the set of pairs of long distributions that satisfy the Law of Total Probability (10). When $y$ is binary, the identification region is the interval

$$P(y = 1|x = k, w = j) \in [0, 1] \cap \left[ \frac{P(y = 1|x = k) - P(w = j|x = k)}{P(w = j|x = k)}, \frac{P(y = 1|x = k)}{P(w = j|x = k)} \right].$$

This result was sketched by Duncan and Davis (1953). A proof is given in Horowitz and Manski (1995).

When $y$ is real-valued, there is no simple characterization of the identification region for $P(y|x, w)$, but Horowitz and Manski (1995) derive tractable expressions for the identification regions of the mean and quantiles of $P(y|x, w)$. Manski (2017) uses prediction of life span to illustrate. I summarize here.

**Predicting Life Span**

A common problem in health risk assessment is to predict remaining life span conditional on observed patient covariates. Let $y$ denote remaining life span. Life tables from the Centers for Disease
Control provide actuarial predictions of life span in the U. S. conditional on (age, sex, race). The life tables do not predict life span conditional on other patient covariates that clinicians commonly observe. Let \( x \) classify 50-year-old males into one of two races, non-Hispanic (NH) black or white. Let \( w \) classify persons into those with or without high blood pressure (HBP).

The life tables show that \( E(y|\text{age 50, NH black male}) = 26.6 \) and \( E(y|\text{age 50, NH white male}) = 29.7 \). Data in the National Health and Nutrition Examination Survey (NHANES) enable estimation of \( P(w|x) \). I use the age-aggregated probabilities \( P(\text{HBP}|\text{NH black male}) = 0.426 \) and \( P(\text{HBP}|\text{NH white male}) = 0.334 \). Combining the life table and NHANES data yields these sharp bounds on \( E(y|\text{age, race, sex, blood pressure}) \):

\[
\begin{align*}
E(y|\text{age 50, NH black male, not HBP}) & \in [18.1, 35.4], & E(y|\text{age 50, NH black male, HBP}) & \in [14.3, 38.5], \\
E(y|\text{age 50, NH white male, not HBP}) & \in [23.8, 36.4], & E(y|\text{age 50, NH white male, HBP}) & \in [15.6, 42.0].
\end{align*}
\]

5.4.2. Prediction with Bounded-Variation Assumptions

Tighter predictions may be feasible with structural assumptions. The literature has developed approaches that impose strong assumptions which point-identify \( P(y|x, w) \). However, these typically lack credibility.

There is a substantial middle ground between making no structural assumptions and making assumptions strong enough to yield point identification. Bounded-variation assumptions flexibly restrict the magnitudes of risk assessments and the degree to which they vary with patient attributes, enabling clinicians to express quantitative judgments in a structured way. To illustrate, I continue prediction of life span.

**Predicting Life Span with Bounded-Variation Assumptions**

Assume that persons with HBP have lower life expectancy than those without HBP. Thus,

\[
0 \leq E(y|\text{age 50, NH white male, not HBP}) - E(y|\text{age 50, NH white male, HBP}),
\]


Also assume that black males have up to 2.5 years less life expectancy than white males conditional on blood pressure. That is,

\[ 0 \leq E(y|\text{age 50, NH black male, not HBP}) - E(y|\text{age 50, NH black male, HBP}). \]

Combining these assumptions with the bounds on \( E(y|x, w) \) that were obtained using only knowledge of \( P(y|x) \) and \( P(w|x) \) yields these bounded-variation bounds:

\[
\begin{align*}
E(y|\text{age 50, NH black male, not HBP}) &\in [29.4, 35.4], & E(y|\text{age 50, NH black male, HBP}) &\in [14.7, 22.9], \\
E(y|\text{age 50, NH white male, not HBP}) &\in [31.9, 36.4], & E(y|\text{age 50, NH white male, HBP}) &\in [16.3, 25.4].
\end{align*}
\]

These bounds are highly informative. In particular, they reveal that the life expectancy of 50-year-old black males without HBP is at least \((29.4 - 22.9 = 6.5)\) years higher than that of those with HBP. For 50-year-old white males, the corresponding disparity is also at least \((31.9 - 25.4 = 6.5)\) years.

6. Reasonable Medical Decisions under Uncertainty

6.1. Recognizing Uncertainty

Section 3 cited extensive psychological research which concludes that clinicians have imperfect judgment. Sections 4 cited multiple questionable methodological practices in the evidence-based research
that guideline developers rely on. The identification analysis cited in Section 5 shows that evidence from trials or observational studies combined with credible assumptions typically do not yield precise probabilistic predictions of patient outcomes but may yield informative bounds.

I conclude that it is often unrealistic to think that either clinicians or guideline developers have rational expectations regarding disease development and treatment outcomes. That is, they often do not have sufficient knowledge to make objectively correct probabilistic predictions conditional on observed patient covariates. Hence, they cannot determine optimal treatments in the sense of Section 2. Instead, they should view patient care as a problem of decision making under uncertainty.

Precedents for this conclusion can readily be found in the literature on medical decision making. For example, considering treatment of cancer, Mullins et al. (2010) observes that (p. 59): "there is considerable uncertainty surrounding the clinical benefits and harms associated with oncology treatments." Institute of Medicine (2013) calls attention to the assertion by the Evidence-Based Medicine Working Group that (p. 33): "clinicians must accept uncertainty and the notion that clinical decisions are often made with scant knowledge of their true impact."

Many CPGs use a rating system to rank the strength of recommendations by the certainty that they are correct. For example, the James et al. (2014) article summarizing guidelines for treatment of hypertension describes its rating system this way (p. 510):

"A  Strong Recommendation
   There is high certainty based on evidence that the net benefit is substantial.
B  Moderate Recommendation
   There is moderate certainty based on evidence that the net benefit is moderate to substantial or there is high certainty that the net benefit is moderate.
C  Weak Recommendation
   There is at least moderate certainty based on evidence that there is a small net benefit."

Perhaps the most compelling evidence that guideline developers recognize uncertainty is that CPGs regularly change their recommendations as new research accumulates. To cite just one of numerous examples, a sequence of randomized trials over the past twenty years have improved knowledge regarding the usefulness of sentinel lymph node biopsy as a diagnostic test and completion lymph node dissection as
a prophylactic treatment for potential visceral metastasis of melanoma (e.g., McGregor, 2013; Faries et al. 2017). Guidelines regarding these procedures have in the past and continue to evolve accordingly.

Curiously, recognition of uncertainty has not led guideline developers to examine patient care formally as a problem of decision making under uncertainty. In fact, the influential Institute of Medicine (2011) report on guideline development expresses skepticism about decision analysis, stating (p. 171):

"A frontier of evidence-based medicine is decision analytic modeling in health care alternatives' assessment. . . . . Although the field is currently fraught with controversy, the committee acknowledges it as exciting and potentially promising, however, decided the state of the art is not ready for direct comment."
The report does not explain the basis for this assessment.

I find the IOM perspective surprising. The foundations of decision analysis were largely in place by the middle of the 20th Century. Applications to medical decision making have been performed since at least the 1980s, albeit typically with rational expectations assumptions. Medical research makes much use of biological science, technology, and quantitative statistical methods. Why then should CPG development acknowledge uncertainty only verbally?

Formal analysis of patient care under uncertainty has much to contribute to guideline development and to clinician decision making. Section 6.2 reviews basic principles of decision theory. Sections 6.3 through 6.5 describe several recent applications to medical decision making.

6.2. Some Basic Decision Theory

The standard formalization of decision making under uncertainty supposes that a decision maker must choose among a set of feasible actions. The welfare achieved by any action depends on an unknown feature of the environment, called the state of nature. In the setting of Section 2, the decision maker is a clinician, the actions are the feasible alternative treatments for a patient, and welfare is the expected utility of a treatment. The decision maker lists all the states of nature that he believes could possibly occur. This list,
called the *state space*, expresses partial knowledge. The larger the state space, the less the decision maker knows about the consequences of each action.

The fundamental difficulty of decision making under uncertainty is clear even in a simple setting with two feasible actions and two states of nature. Suppose that one action yields higher welfare in one state of nature and the other action yields higher welfare in the other state. Then the decision maker does not know which action is better. Thus, optimization is impossible.

Basic decision theory suggests a two-step decision process. The first and obvious step is to eliminate dominated treatments—an action is dominated if one knows that some other one is superior in all feasible states of nature. The second and more subtle step is to choose an undominated action. This is subtle because there is no optimal way to choose among undominated alternatives. There are only various reasonable ways.

6.2.1. Decision Criteria

What are reasonable ways to make an undominated choice? Perhaps best known is Bayesian decision theory, which recommends that one place a subjective probability distribution on unknowns and maximize subjective expected utility. The Bayesian perspective is compelling when one feels able to place a credible subjective distribution on the state space. However, Bayesian statisticians have long struggled to provide guidance on specification of priors and the matter continues to be controversial. See, for example, the spectrum of views regarding Bayesian analysis of randomized trials expressed by the authors and discussants of Spiegelhalter, Freedman, and Parmar (1994). The controversy suggests that inability to express a credible prior is common in actual decision settings.

When one finds it difficult to assert a credible subjective distribution, a reasonable way to act is to use a decision criterion that achieves uniformly satisfactory results, whatever the true state of nature may be. There are multiple ways to formalize the idea of uniformly satisfactory results. The two most commonly studied are the maximin and minimax-regret (MR) criteria.
The maximin criterion chooses an action that maximizes the minimum welfare that might possibly occur. The minimax regret criterion considers each state of nature and computes the loss in welfare that would occur if one were to choose a specified action rather than the one that is best in this state. This quantity, called regret, measures the nearness to optimality of the specified action in the state of nature. The decision maker must choose without knowing the true state. To achieve a uniformly satisfactory result, he computes the maximum regret of each action; that is, the maximum distance from optimality that the action would yield across all possible states of nature. The MR criterion chooses an action that minimizes this maximum distance from optimality.

The maximin and MR criteria are sometimes confused with one another, but they yield the same choice only in certain special cases. The former chooses an action that maximizes the minimum welfare that might possibly occur. The latter chooses an action that minimizes the maximum loss to welfare that can possibly result from not knowing the welfare function. Thus, whereas the maximin criterion considers only the worst outcome that an action may yield, MR considers the worst outcome relative to what is achievable in a given state of nature. Savage (1951) distinguished the maximin criterion sharply from MR, writing that the former criterion is “ultrapessimistic” while the latter is not.

6.2.2. Statistical Decision Theory

The above description of decision criteria suffices when uncertainty stems purely from identification problems, but an extension is necessary when one uses sample data to inform decision making. Then one chooses an action contingent on the data that are observed.

The Wald (1950) development of statistical decision theory considers the decision problem ex ante, before the data are observed. Then the decision maker's task is to select a statistical decision function; that is, a rule specifying how the chosen action will vary with the data. Wald proposed evaluation of statistical decision functions by their mean performance across repetitions of the sampling process. This grounds the Wald theory in frequentist statistical thinking. See Ferguson (1967) and Berger (1985) for comprehensive
expositions. When statistical decision theory has been apply to the problem of treatment choice, a statistical
decision function has been called a \textit{statistical treatment rule} (Manski, 2004).

Statistical decision theory may be used to study the decision criteria described in Section 6.2.1. In
each case, one evaluates a criterion by the mean welfare that it yields across repeated samples. Bayes
decisions contingent on sample data are often studied without reference to the Wald framework, but they are
subsumed within it when one views a Bayesian ex ante as someone who uses a particular sample-dependent
decision rule.

6.3. Clinical Decision Making Recognizing the Ecological Inference Problem

To illustrate patient care under uncertainty stemming from an identification problem, consider again
the ecological inference problem described in Section 5.4. The basic lesson was that a clinician who observes
more covariates than are used in evidence-based predictors may draw credible partial conclusions about the
long outcome distribution \( P(y|x, w) \) but not learn it precisely. How might such a clinician reasonably choose
patient care?

To address this question in a specific setting, Manski (2017) considers the setting of Section 2.3.1. To recall, the choice is between surveillance and aggressive treatment. Aggressive treatment prevents disease.
Given a patient with covariates \((x, w)\), surveillance is optimal when \( P_{xw}(A) < P^*_x(A) \) and aggressive treatment
is optimal when \( P_{xw}(A) \geq P^*_x(A) \), where \( P^*_x(A) \) is the threshold probability defined in (4).

Consider decision making when a clinician does not know \( P_{xw}(A) \) but can use available evidence and
credible assumptions to conclude that \( P_{xw}(A) \in [P_{xwL}, P_{xwH}] \), where \( P_{xwL} \) and \( P_{xwH} \) are known lower and upper
bounds. The clinician can still maximize expected utility if \( P^*_{xw}(A) \) is not interior to \( [P_{xwL}, P_{xwH}] \). Then \( t = A \)
is sure to be optimal if \( P_{xwL} < P^*_{xw}(A) \) and \( t = B \) is sure to be optimal if \( P^*_{xw}(A) < P_{xwL} \). However, he cannot
maximize expected utility if \( P^*_{xw}(A) \) is interior to \( [P_{xwL}, P_{xwH}] \). Then there exist feasible values of \( P_{xw}(A) \) that
make only A optimal and other values that make only B optimal.
6.3.1. Treatment Choice with Alternative Decision Criteria

The Bayesian prescription places a subjective distribution on \( P_{xw}(A) \) and maximizes subjective expected utility. Let \( \pi_{xw} \) denote the subjective mean that a Bayesian clinician holds for \( P_{xw}(A) \). A Bayesian clinician acts as if \( P_{xw}(A) = \pi_{xw} \).

The maximin criterion evaluates each action by the worst expected utility that it may yield and it chooses an action with the least-bad worst expected utility. The worst feasible expected utilities under options A and B occur when \( P_{xw}(A) \) equals its upper bound \( P_{xwH} \). Hence, the clinician acts as if \( P_{xw}(A) = P_{xwH} \).

The maximin choice is A if \( P_{xwH} \preceq P_{xw}^*(A) \) and B if \( P_{xwH} \succeq P_{xw}^*(A) \).

The minimax-regret criterion evaluates each action by the worst reduction in expected utility that it may yield relative to the highest expected utility achievable. Let \( P_{xwM} \) denote the midpoint of the interval \([P_{xwL}, P_{xwH}]\). Manski (2017) shows that the MR choice is the same as a clinician maximizing expected utility would make if he were to know that the probability of illness is \( P_{xw}(A) = P_{xwM} \).

6.3.2. Rethinking Care with Evidence-Based Prediction

The psychological literature on clinical judgment does not recommend any of the decision criteria discussed here. It recommends that the clinician suppress knowledge of patient covariates \( w \) and act as if \( P_{xw} = P(y = 1|x) \). This is inappropriate if \( P(y = 1|x) \) does not lie in the interval \([P_{xwL}, P_{xwH}]\). The recommendation of the psychological literature is rationalizable if \( P(y = 1|x) \) is a possible value of \( P_{xw}(A) \). However, one could similarly recommend acting as if \( P_{xw}(A) \) is any element of \([P_{xwL}, P_{xwH}]\).

Decision making with the maximin or MR criterion is equivalent to acting as if \( P_{xw}(A) \) takes particular values in \([P_{xwL}, P_{xwH}]\), namely \( P_{xwH} \) for maximin and \( P_{xwM} \) for MR. Singling out these values has a firmer justification because they yield choices that are uniformly satisfactory in the maximin or MR sense.

My negative conclusion regarding acting as if \( P_{xw} = P(y = 1|x) \) does not contradict the conclusion of psychological research that evidence-based prediction outperforms clinical judgment. Psychologists may be correct that clinicians fail to grasp the logic of the prediction problem, generating an empirical finding in
favor of evidence-based prediction. What the analysis does suggest is that it may be possible to improve on both evidence-based prediction and subjective clinical judgment by formalizing clinical judgment.

6.4. Minimax-Regret Treatment Choice with Trial Data

To illustrate patient care under uncertainty stemming from sampling imprecision, I discuss research studying use of the MR criterion to choose treatments with data from a classical randomized trial. By a classical trial, I mean one that has none of the extrapolation problems discussed in Section 3.1. Rather, the trial yields precisely the type of data that one would like to have to predict patient outcomes under alternative treatments. The only difficulty is imprecision because the trial sample size is finite. I first discuss research on treatment choice using existing trial data and then work on choice of sample size when designing trials.

6.4.1. Treatment Choice Using Existing Trial Data

Modern study of MR treatment choice using trial data was initiated in Manski (2004) and developed further in Schlag (2006) and Stoye (2009, 2012) inter alia. Common to this body of work is the supposition that the decision maker's objective is to maximize a welfare function that sums treatment outcomes across the population, as in Section 2. For example, the objective may be to maximize the five-year survival rate in a population of cancer patients or mean life span in a population with a chronic disease.

The MR criterion is applicable in general settings with multiple treatments, but it is easiest to explain when there are two treatments, say A and B. Consider a state of nature in which treatment A is better. The regret (that is, nearness to optimality) of a specified treatment rule in this state is the product of the probability across repeated samples that the rule commits a Type I error (choosing B) and the magnitude of the loss in welfare that occurs when choosing B. Similarly, in a state where treatment B is better, regret is the probability of a Type II error (choosing A) times the magnitude of the loss in welfare when choosing A.

Recall the critique in Section 4.2 of the conventional use of hypothesis testing to choose a treatment.
I called attention to the asymmetric attention to Type I and Type II error probabilities and the inattention to magnitudes of losses when errors occur. Evaluating treatment rules by regret overcomes both problems. Regret considers Type I and II error probabilities symmetrically and it measures the magnitudes of the losses that errors produce.

Research on MR treatment choice has shown that, in general, the statistical treatment rule that minimizes maximum regret must be computed numerically. However, there are good practical and analytical reasons to focus attention on the empirical success (ES) rule, which chooses the treatment with the highest reported average outcome in the trial. The practical appeal is that the ES rule is a simple and plausible way to use the results of a trial. The analytical reason is that the ES rule has been shown to either exactly or approximately minimize maximum regret in various empirically common settings with two treatments when sample size is moderate (Stoye, 2009, 2012).

6.4.2. Designing Trials to Enable Near-Optimal Treatment Choice

From the perspective of treatment choice, an ideal objective for the design of trials would be to collect data that enable subsequent implementation of an optimal treatment rule in the patient population of interest; that is, a rule for use of trial data that always selects the best treatment, with no chance of error. Optimality is too strong a property to be achievable with finite sample size but near-optimal rules—ones with small maximum regret—exist when classical trials are large enough.

Manski and Tetenov (2016) investigate trial design that enables near-optimal treatment choices. We show that, given any $\varepsilon > 0$, $\varepsilon$-optimal rules exist when trials have large enough sample size. An $\varepsilon$-optimal rule has expected welfare within $\varepsilon$ of the welfare of the best treatment in every state of nature. Equivalently, it has maximum regret no larger than $\varepsilon$.

We consider trials that draw predetermined numbers of subjects at random within groups stratified by covariates and treatments. We report exact results for the special case of two treatments and binary
outcomes. We give simple sufficient conditions on sample sizes that ensure existence of $\epsilon$-optimal treatment rules when there are multiple treatments and outcomes are bounded. These conditions are obtained by application of large deviations inequalities to evaluate the performance of empirical success rules.

6.5. Error Limitation and Learning by Adaptive Diversification of Treatment

I observed at the outset that a prominent argument for adherence to CPGs has been to reduce "unnecessary" or "unwarranted" variation in clinical practice. The meaning of these adjectives is clear in the rational expectations setting of Section 2, where optimization of patient care is feasible. An attribute of optimal care is that all patients with the same observed covariates receive the same treatment. Hence, variation in the care of observationally similar patients is sub-optimal.

The argument for uniform treatment of similar patients loses its potency when clinicians choose patient care under uncertainty. I observed above that there is no uniquely optimal choice among undominated actions. Uncertainty implies clinical equipoise, so treatment variation is consistent with medical ethics. Different clinicians may reasonably interpret the available evidence in different ways and may reasonably use different decision criteria to choose treatments. Thus, there is no prima facie reason to view treatment variation as unnecessary or unwarranted.

Manski (2007, 2009) uses decision theory to show that random variation in treatment of observationally similar patients is valuable under uncertainty. I develop this conclusion by considering patient care as a public health problem rather than one of treating individual patients. I consider decision making by a health planner who treats a population of patients. I show that two motives—diversification and learning—encourage a planner to randomize the treatment of observationally similar patients.

Financial diversification is a familiar recommendation for portfolio allocation. A portfolio is diversified if an investor allocates positive fractions of wealth to different investments. Diversification enables an investor facing uncertain asset returns to limit the potential negative consequences of placing 'all
eggs in one basket.' Analogously, treatment is diversified if a health planner randomly assigns observationally similar patients to different treatments. Treatment diversification enables a planner to avoid gross errors that might occur if all patients were inadvertently given an inferior treatment.

Diversification motivates random variation in clinical practice at a given point in time. Over time, such variation is even more useful because it effectively yields a population-wide trial that yields new evidence about treatment response. As time passes and evidence accumulates, a planner can revise the fraction of patients assigned to each treatment in accord with the available knowledge. I have called this idea \textit{adaptive diversification}. Section 6.5.1 summarizes my decision theoretic argument for diversification. Section 6.5.2 discusses learning.

6.5.1. Minimax-Regret Diversification with Two Treatments

Classical decision theoretic analysis of financial portfolio allocation shows that an investor seeking to maximize expected utility chooses to diversify if utility is a sufficiently concave function of the investment return and the probability distribution of returns has sufficient spread. Treatment diversification by a Bayesian health planner can be studied in the same manner. Instead, Manski (2007, 2009) approach the health planner's problem from the minimax-regret perspective. The central result is that when there are two undominated treatments, the planner always chooses to diversify. The specific fraction of patients assigned to each treatment depends on the available knowledge of treatment response.

Consider patients who have observed covariates \( x \). The planner’s task is to allocate these patients between the treatments, say A and B. A treatment allocation is a \( \delta_x \in [0, 1] \) that randomly assigns a fraction \( \delta_x \) of these patients to treatment B and the remaining \( 1 - \delta_x \) to treatment A. Let \( \alpha_x = E[u(A)|x] \) and \( \beta_x = E[u(B)] \) be expected utility if all patients were to receive treatment A or B respectively. The optimal treatment allocation is \( \delta_x = 1 \) if \( \beta_x \geq \alpha_x \) and \( \delta_x = 0 \) if \( \beta_x \leq \alpha_x \).
The problem of interest is treatment choice when \((\alpha_x, \beta_x)\) is not known. To formalize the problem, let \(S\) index the feasible states of nature. Let the planner know that \((\alpha_x, \beta_x)\) lies in the set \(\{(\alpha_{xs}, \beta_{xs}), s \in S\}\). This identification region is the set of values that the planner concludes are feasible when he combines available empirical evidence with assumptions he finds credible to maintain.

Partial knowledge is unproblematic for decision making if \(\alpha_{xs} > \beta_{xs}, s \in S\) or if \(\alpha_{xs} < \beta_{xs}, s \in S\); \(\delta_s = 0\) is optimal in the former case and \(\delta_s = 1\) in the latter. However, all \(\delta_s \in [0, 1]\) are undominated if \(\alpha_{xs} > \beta_{xs}\) for some values of \(s\) and \(\alpha_{xs} < \beta_{xs}\) for other values. I consider this situation. The analysis is applicable whenever \(\{(\alpha_{xs}, \beta_{xs}), s \in S\}\) is bounded. Denote the extreme feasible values as \(\alpha_{xL} = \min_s \alpha_{xs}\) and \(\beta_{xL} = \min_s \beta_{xs}\), and \(\alpha_{xU} = \max_s \alpha_{xs}\) and \(\beta_{xU} = \max_s \beta_{xs}\).

The regret of allocation \(\delta_s\) in state of nature \(s\) is the difference between the maximum achievable welfare and the welfare achieved with this allocation. Maximum welfare in state \(s\) is \(\max(\alpha_{xs}, \beta_{xs})\). Hence, \(\delta\) has regret \(\max(\alpha_{xs}, \beta_{xs}) - [\alpha_{xs} + (\beta_{xs} - \alpha_{xs})\delta]\). The minimax-regret criterion computes the maximum regret of each allocation over all states and chooses one to minimize maximum regret. Thus, the criterion is

\[
\min_{\delta_s \in [0, 1]} \max_s \max(\alpha_{xs}, \beta_{xs}) - [\alpha_{xs} + (\beta_{xs} - \alpha_{xs})\delta].
\]

Manski (2007, 2009) proves that the MR criterion always diversifies treatment when the optimal treatment is not known. Let \(S_x(A)\) and \(S_x(B)\) be the subsets of \(S\) on which treatments \(A\) and \(B\) are superior; that is, \(S_x(A) = \{s \in S: \alpha_{xs} > \beta_{xs}\}\) and \(S_x(B) = \{s \in S: \beta_{xs} > \alpha_{xs}\}\). Let \(M_x(A) = \max_{s \in S_x(A)} (\alpha_{xs} - \beta_{xs})\) and \(M_x(B) = \max_{s \in S_x(B)} (\beta_{xs} - \alpha_{xs})\) be maximum regret on \(S_x(A)\) and \(S_x(B)\) respectively. The general result is

\[
\delta_{xMR} = \frac{M_x(B)}{M_x(A) + M_x(B)}.
\]

This is a diversified allocation because \(M_x(A) > 0\) and \(M_x(B) > 0\).
Expressions $M_x(A)$ and $M_x(B)$ simplify when $(\alpha_{xL}, \beta_{xL})$ and $(\alpha_{xU}, \beta_{xL})$ are feasible values of $(\alpha_x, \beta_x)$, as is so when the identification region is rectangular. Then $M_x(A) = \alpha_{xU} - \beta_{xL}$ and $M_x(B) = \beta_{xU} - \alpha_{xL}$. Hence,

$$\delta_{\text{AMR}} = \frac{\beta_{xU} - \alpha_{xL}}{(\alpha_{xU} - \beta_{xL}) + (\beta_{xU} - \alpha_{xL})}. \tag{14}$$

6.5.2. Adaptive Diversification

Now consider a health planner who makes treatment decisions in a sequence of periods, facing a new group of patients each period. The planner may observe the outcomes of early treatment decisions and use this evidence to inform treatment later on. Diversification is advantageous for learning treatment response because it generates randomized experiments. As time passes and evidence accumulates, the planner can revise the fraction of patients assigned to each treatment in accord with the available knowledge. I have called this *adaptive diversification*.

A simple approach to multi-period treatment choice is to use the *adaptive minimax-regret (AMR)* criterion. In each period, this criterion applies the static MR criterion using the information available at the time. It is adaptive because successive cohorts may receive different allocations as knowledge of treatment response increases over time. Formally, increasing knowledge means that the state space $S$ shrinks over time as evidence accumulates.

The AMR criterion is normatively appealing because it treats each cohort as well as possible, in the MR sense, given the available knowledge. It does not ask the members of one cohort to sacrifice for the benefit of future cohorts. Nevertheless, the diversification of treatment performed for the benefit of the current cohort enables learning about treatment response.
The fractional allocations produced by the AMR criterion are randomized experiments, so it is natural to ask how application of AMR differs from the current design of trials. There are important differences in the fraction and composition of the population randomized into treatment. The AMR criterion randomizes treatment of all observationally similar patients. In contrast, the treatment groups in trials are typically small fractions of the patient population. For example, in trials conducted to obtain Food and Drug Administration approval of new drugs, treatment groups usually comprise no more than two to three thousand persons, whereas the patient population may contain hundreds of thousands or millions of persons. Moreover, as discussed in Section 4, trials draw subjects from pools of persons who volunteer to participate and who meet specific conditions, such as the absence of co-morbidities. Hence, trials at most reveal the distribution of treatment response within certain sub-populations of patients, not within the full population.

6.5.3. Should Guidelines Encourage Treatment Variation under Uncertainty?

Controlled implementation of adaptive diversification may be possible in centralized health care systems where there exists a planning entity who chooses treatments for a broad patient population. Examples are the Military Health System in the United States, the National Health Service in the United Kingdom, and some private health maintenance organizations. However, it would appear difficult to achieve in the American health care system, where clinicians make individual treatment decisions. Clinicians may not be willing to intentionally randomize treatment except in trials, even though uncertainty implies clinical equipoise and so makes randomization consistent with medical ethics.

Suppose that controlled adaptive diversification is not feasible in the American context. We can nevertheless question whether the medical community should continue to discourage treatment variation when treatment response is uncertain. Instead, CPGs could encourage clinicians to recognize that treatment choice may reasonably depend on how one interprets the available evidence and on the decision criterion that one uses. The result could then be natural treatment variation that yields some of the error-limitation and learning
benefits of diversification. I am not certain whether CPGs should actively encourage treatment variation under uncertainty, but I think the idea warrants consideration.

Appendix A: Optimal Personalized Treatment

A.1. The Choice Set

Let \( T \) be a set of feasible treatments. Suppose that a decision maker, called a planner for short, must choose a rule assigning a treatment to each member of a population of patients. The planner observes certain covariates \( x_j \in X \) for each member \( j \) of the population. The covariate space \( X \) has finitely many elements and \( P(x = \xi) > 0 \) for all \( \xi \in X \).

Suppose that the treatment chosen for one patient does not constrain the treatments available to other patients nor affect their outcomes. The planner can differentiate patients with different covariate values, but he cannot distinguish among patients with the same observed covariates. Then a feasible treatment rule either assigns all patients with the same observed covariates to one treatment or fractionally allocates these patients across treatments in a random manner. Formally, a feasible treatment rule is a function \( \delta(\cdot, \cdot) \) that maps \( T \times X \) into the unit interval and whose values sum to one across the elements of \( T \); that is, \( \sum_{t \in T} \delta(t, \xi) = 1 \) for all \( \xi \in X \). Let \( \Delta \) denote the space of all such functions. The planner’s choice set is \( \Delta \).

A subclass of \( \Delta \) are the singleton rules that assign all patients with the same observed covariates to one treatment. Thus, \( \delta(\cdot, \cdot) \) is a singleton rule if, for each \( \xi \in X \), \( \delta(t, \xi) = 1 \) for some \( t \in T \) and \( \delta(s, \xi) = 0 \) for all \( s \neq t \). Non-singleton fractional rules randomly allocate patients with covariates \( \xi \) across multiple treatments, with assignment shares \([\delta(t, \xi), t \in T]\).

A.2. The Welfare Function and Optimal Treatment Rule
Let $u_j(t)$ denote patient welfare from assigning treatment $t$ to patient $j$. A utilitarian welfare function sums up the contributions to welfare of all treatment decisions. Maximizing such a welfare function is equivalent to maximizing mean welfare in the population. For each treatment rule $\delta(\cdot, \cdot)$, the population mean welfare that would be realized if the planner were to choose rule $\delta(\cdot, \cdot)$ is

\begin{equation}
U(\delta, P) = \sum_{\xi \in X} \sum_{t \in T} \delta(t, \xi) \cdot E[u(t)|x = \xi].
\end{equation}

Here $U(\delta, P)$ denotes social welfare when treatment rule $\delta(\cdot, \cdot)$ is applied to a population with distribution $P$ of treatment response. The expression $E[u(t)|x = \xi]$ is the mean welfare realized when patients with covariates $\xi$ receive treatment $t$. The fraction of the population with covariates $\xi$ and treatment $t$ is $P(x = \xi)\delta(t, \xi)$. The double summation on the right-hand-side of (A1) aggregates welfare across patients with different values of $\xi$ and $t$.

The planner wants to solve the optimization problem

\begin{equation}
\max_{\delta \in \Delta} U(\delta, P).
\end{equation}

Let $S$ denote the unit simplex in $R^{|T|}$. The maximum is achieved if, for each $\xi \in X$, the planner chooses $\delta(\cdot, \xi)$ to solve the problem

\begin{equation}
\max_{\delta(\cdot, \xi) \in S} \sum_{t \in T} \delta(t, \xi) \cdot E[u(t)|x = \xi].
\end{equation}

The maximum in (A3) is achieved by a singleton rule that allocates all patients with covariates $\xi$ to a treatment that solves the problem

\begin{equation}
\max_{\cdot} E[u(t)|x = \xi].
\end{equation}
Thus, the optimal treatment rule assigns all patients with covariates $\xi$ to a treatment that yields the highest within-group mean welfare. It follows from (A1) and (A4) that the welfare achieved by an optimal rule is

$$\sum_{\xi \in X} P(x = \xi) \max_{t \in T} E[u(t)|x = \xi]. \tag{A5}$$

A.3. The Expected Value of Information

Suppose that, in addition to observing patient covariates $x$, the planner also observes additional covariates $w_j \in W$ for each member $j$ of the population, where $W$ has finitely many elements and $P(w = \omega) > 0$ for all $\omega \in W$. Repeating the derivation of Section 2.2.1 shows that the welfare achieved by an optimal rule now is

$$\sum_{(\xi, \omega) \in X \times W} P(x = \xi, w = \omega) \max_{t \in T} E[u(t)|x = \xi, w = \omega]. \tag{A6}$$

The difference (A6) - (A5) is sometimes called the expected value of information (EVI), defined succinctly by Meltzer (2001) as (p. 119) "the change in expected utility with the collection of information."

The EVI is always non-negative and is positive if the optimal treatment varies with $w$ conditional on at least one value of $x$. This implies that, assuming clinicians have rational expectations, decentralized practice necessarily yields welfare greater than or equal to that achievable by adherence to CPGs that condition their recommendations on fewer patient covariates. To show the result, use the Law of Iterated Expectations and Bayes Theorem to rewrite (A5) and (A6) as
Jensen's Inequality implies that, for every value of $x$,

$$
\sum_{\xi \in X} P(x = \xi) \max_{t \in T} \sum_{\omega \in W} E[u(t) \mid x = \xi, w = \omega] \cdot P(w = \omega \mid x = \xi).
$$

The inequality is strict if the optimal treatment varies with $w$ conditional on the value of $x$. 
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