Stat 350-0
     Regression Analysis        Winter 2018
Technological Institute L251
Course Syllabus

Instructor

Hongmei Jiang, Ph.D.




Department of Statistics 



Room 101A , 2006 Sheridan Road 




Phone: 467-1087   Email: hongmei@northwestern.edu 

Office hours: Tuesday and Thursday 9am-10pm or by appointment
TA

 
(1) Wei Ju WeiJu2021@u.northwestern.edu 

Office hours: Monday 3-5pm (Room B06) or by appointment

(2) Yuanjing Ma YuanjingMa2020@u.northwestern.edu
Office hours: Wednesday 2-4pm (Lunge room) or by appointment

All office hours are held in the Department of Statistics, 2006 Sheridan.
Class Info 

Course website on canvas: https://canvas.northwestern.edu/
Homework assignments and grades will be posted on this website. 


Textbook     

Applied Linear Regression Models by Kutner, Nachtsheim and Neter, 



4th Edition (publication year 2004), ISBN: 0073014664.



We’ll cover chapters 1-14, and selected topics if time is available.

Whether or not the instructor gives you specific reading assignments, it is assumed that you will read the text as a supplement to lectures.


Resources online  
Data sets and solutions manual can be downloaded from here: https://netfiles.umn.edu/users/nacht001/www/nachtsheim/ 
Objectives 

This is an applied regression course. We will discuss statistical estimation 



and inferential techniques such as least-squares, confidence intervals and 



hypothesis tests, regarding both the regression parameters and the error 



variance. We will study the regression models by specifying what the 



underlying assumptions are, how to check them through diagnostics, and 



how to build models based on data.
Prerequisites               
Basic probability and statistics courses (e.g., Stat 320-1 and -2).




Familiarity with matrix algebra (Ch 5).

Computing               
Statistical software, R will be used to demonstrate the methodologies. Template R programs will be posted on the course Web page.  




(1) Free software R from CRAN:  http://www.r-project.org/



(2) RStudio: http://www.rstudio.com/ 

(3) An introduction to R: http://cran.r-project.org/doc/manuals/R-intro.pdf
(4) R codes by Bryan Goodrich for Kutner et al., Applied Linear Statistical Models 5th ed: https://rpubs.com/bryangoodrich 

Homework                
Homework will be assigned weekly or biweekly (about 7 assignments). 
Exams  
One close-book midterm exam (one double-sided formula sheet is allowed, Thursday Feb. 8, 2017);
One final group project with instructions on presentation and report posted on canvas.
Re-grading
For re-grading, please attach a new piece of paper to the front of the work to be re-graded, and write down a detailed explanation of the suspected error. 
Final Grade               
HW (30%) and midterm (40%) and final project (30%). 

A:   [94, 100]; 

A-: [90, 94);

B+: [87, 90);
            B:  [84, 87);         B-: [80, 84);




C+: [77, 80);
            C:  [74, 77);         C-: [70, 74);




D:   [60, 70];
            F: < 60.
Computer lab

For new R users, you can attend one of the labs below.

Date and time: 
(1) Tuesday Jan. 16, 9am to 10am 

(2) Wednesday Jan. 17, 9am to 10am



Place: University Library LIBB182, Computer Lab
Important notes:

1) Any student requesting accommodations related to a disability or other condition is required to register with AccessibleNU (accessiblenu@northwestern.edu; 847-467-5530) and provide professors with an accommodation notification from AccessibleNU, preferably within the first two weeks of class. All information will remain confidential.

2) Suspected violations of academic integrity will be reported to the Dean's Office. For more information on Northwestern’s academic integrity policies, see http://www.weinberg.northwestern.edu/handbook/integrity/index.html  .

Course Topics
1. Simple Linear Regression (SLR) with One Predictor Variable 
References: KNN Chapter 1
2. Inferences (SLR)




References: KNN Chapter 2

3. Diagnostics (SLR)



References: KNN Chapter 3

4. Simultaneous Inferences (SLR)


References: KNN Chapter 4

5. Matrix Approach (SLR)



References: KNN Chapter 5

6. Multiple Linear Regression (MLR)

References: KNN Chapters 6 and 7

7. Building the Regression Models for Quantitative and Qualitative Predictors (MLR)







References: KNN Chapter 8

8. Model Selection and Validation (MLR) 

References: KNN Chapter 9

9. Diagnostics (MLR)              


References: KNN Chapter 10
10. Remedial measures 



References: KNN Chapter 11
11. Logistic regression 



References: KNN Chapter 14
12. Selected topics: High dimensional variable selection, Ridge, Lasso Regression 
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