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CHAPTER 2
Experiments
An Introduction to Core Concepts

James N. Druckman, Donald P. Green, James H. Kuklinski, and Arthur Lupia

The experimental study of politics has grown explosively in the past two decades. Part of that explosion takes the form of a dramatic increase in the number of published articles that use experiments. Perhaps less evident, and arguably more important, experimentalists are exploring topics that would have been unimaginable only a few years ago. Laboratory researchers have studied topics ranging from the effects of media exposure (Iyengar and Kinder 1987) to the conditions under which groups solve collective action problems (Ostrom, Walker, and Gardner 1992), and, at times, have identified empirical anomalies that produced new theoretical insights (McKelvey and Palfrey 1992). Some survey experimenters have developed experimental techniques to measure prejudice (Kuklinski, Cobb, and Gilens 1997) and its effects on support for policies such as welfare or affirmative action (Sniderman and Piazza 1995); others have explored the ways in which framing, information, and decision cues influence voters’ policy preferences and support for public officials (Druckman 2004; Torrez 2007). And although the initial wave of field experiments focused on the effects of campaign communications on turnout and voters’ preferences (Eldersveld 1956; Gerber and Green 2000; Wantchekon 2003), researchers increasingly use field experiments and natural experiments to study phenomena as varied as election fraud (Hyde 2009), representation (Butler and Nickerson 2009), counterinsurgency (Lyall 2009), and interpersonal communication (Nickerson 2008).

With the rapid growth and development of experimental methods in political science come a set of terms and concepts that political scientists must know and understand. In this chapter, we review concepts and definitions that often appear in the Handbook chapters. We also highlight features of experiments that are unique to political science.

1. What Is an Experiment?

In contrast to modes of research that address descriptive or interpretive questions,
researchers design experiments to address causal questions. A causal question invites a comparison between two states of the world: one in which some sort of intervention is administered (a treated state, i.e., exposing a subject to a stimulus) and another in which it is not (an untreated state). The fundamental problem of causal inference arises because we cannot simultaneously observe a person or entity in its treated and untreated states (Holland 1986).

Consider, for example, the causal effect of viewing a presidential debate. Rarely are the elections of 1960, 1980, 1984, or 2000 recounted without mentioning the critical role that debates played in shaping voter opinion. What is the basis for thinking that viewing a presidential debate influences the public’s support for the candidates? We do not observe how viewers of the debate would have voted had they not seen the debate. We do not observe how nonviewers would have voted had they watched (Druckman 2003). Nature does not provide us with the observations we would need to make the precise causal comparisons that we seek.

Social scientists have pursued two empirical strategies to overcome this conundrum: observational research and experimental research. Observational research involves a comparison between people or entities subjected to different treatments (at least, in part, of their own choosing). Suppose that some people watched a presidential debate, whereas others did not. To what extent can we determine the effect of debate watching by comparing the postdebate behaviors of viewers and nonviewers? The answer depends on the extent to which viewers and nonviewers are otherwise similar. It might be that most debate watchers already supported one candidate, whereas most nonwatchers favored the other. In such cases, observed differences between the postdebate opinions of watchers and nonwatchers could stem largely from differences in the opinions they held before the debate even started. Hence, to observe that viewers and nonviewers express different views about a candidate after a debate does not say unequivocally that watching the debate caused these differences.

In an effort to address such concerns, observational researchers often attempt to compare treated and untreated people only when they share certain attributes, such as age or ideology. Researchers implement this general approach in many ways (e.g., multiple regression analysis, case-based matching, case control methodology), but all employ a similar underlying logic: find a group of seemingly comparable observations that have received different treatments, then base the causal evaluation primarily or exclusively on these observations.

Such approaches often fail to eliminate comparability problems. There might be no way to know whether individuals who look similar in terms of a (usually limited) set of observed attributes would in fact have responded identically to a particular treatment. Two groups of individuals who look the same to researchers could differ in unmeasured ways (e.g., openness to persuasion). This problem is particularly acute when people self-select into or out of a treatment. Whether people decide to watch or not watch a debate, for example, might depend on unmeasured attributes that predict which candidate they support (e.g., people who favor the front-running candidate before the debate might be more likely to watch the debate than those who expect their candidate to lose).

Experimental research differs from observational research in that the entities under study are randomly assigned to different treatments. Here, treatments refer to potentially causal interventions. For example, an experimenter might assign some people to watch a debate (one treatment) and assign others to watch a completely different program (a second treatment). Depending on the experimental design, there may be a control group that does not receive a treatment (e.g., they are neither told to watch nor discouraged from watching the debate) and/or an alternative treatment group (e.g., they are told to watch a different show or a different part of the debate). Random assignment
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means that each entity being studied has an equal chance to be in a particular treatment condition.¹

Albertson and Lawrence (2009) and Mullainathan, Washington, and Azari (2010), for example, discuss experiments with encouragement designs in which the researcher randomly encourages some survey respondents to view an upcoming candidate debate (treatment group) and neither encourages or discourages others (control group). After the debate, the researcher conducts a second interview with both groups in order to ascertain whether they watched the debate and to measure their candidate preferences.

How does random assignment overcome the fundamental problem of causal inference? Suppose for the time being that everyone who was encouraged to view the debate did so and that no one watched unless encouraged. Although we cannot observe a given individual in both his or her treated and untreated states, random assignment enables the researcher to estimate the average treatment effect. Prior to the intervention, the randomly assigned treatment and control groups have the same expected responses to viewing the debate. Apart from random sampling variability, in other words, random assignment provides a basis for assuming that the control group behaves as the treatment group would have behaved had it not received the treatment (and vice versa). By comparing the average outcome in the treatment group to the average outcome in the control group, the experimental researcher estimates the average treatment effect. Moreover, the researcher can perform statistical tests to clarify whether the differences between groups occurred simply by chance (sampling variability) rather than as a result of experimental treatments.

When we speak of an experiment in this Handbook, we mean a study in which the units of observation (typically, subjects, or human participants in an experiment) are randomly assigned to different treatment or control groups (although see note 2). Experimental studies can take many forms. It is customary to classify randomized studies according to the settings in which they take place: a lab experiment involves an intervention in a setting created and controlled by the researcher; a field experiment takes place in a naturally occurring setting; and a survey experiment involves an intervention in the course of an opinion survey (which might be conducted in person, over the phone, or via the web). This classification scheme is not entirely adequate, however, because studies often blend different aspects of lab, field, and survey experiments. For example, some experiments take place in lab-like settings, such as a classroom, but require the completion of a survey that contains the experimental treatments (e.g., the treatments might entail providing individuals with different types of information about an issue).

2. Random Assignment or Random Sampling?

When evaluating whether a study qualifies as an experiment, by our definition, random assignment should not be confused with random sampling. Random sampling refers to a procedure by which participants are selected for certain kinds of studies. A common random sampling goal is to choose participants from a broader population in a way that gives every potential participant the same probability of being selected into the study. Random assignment differs. It does not require that participants be drawn randomly from some larger population. Experimental participants might come from undergraduate courses or from particular towns. The key requirement is that a random procedure, such as a coin flip, determines whether they receive a particular treatment. Just as an experiment does not require a random sample, a study of a random sample need not be an

¹ In the social sciences, in contrast to the physical sciences, experiments tend to involve use of random assignment to treatment conditions. Randomly assigned treatments are one type of "independent variable." Another type comprises "covariates" that are not randomly assigned but nonetheless predict the outcome.
experiments. A survey that merely asks a random sample of adults whether they watched a presidential debate might be a fine study, but it is not an experimental study of the effects of debate viewing because watching or not watching the debate was not randomly assigned.

The typical social science experiment uses a between-subjects design, insofar as the researcher randomly assigns participants to distinct treatment groups. An alternative approach is the within-subjects design in which a given participant is observed before and after receiving a treatment (e.g., there is no random assignment between subjects). Intuitively, the within-subjects design seems to overcome the fundamental problem of causal inference; in practice, it is often vulnerable to confounds—meaning unintended and uncontrolled factors that influence the results. For example, suppose that a researcher measures subjects' attitudes toward a candidate before they watch a debate, and then again after they have watched it, to determine whether the debate changed their attitudes. If subjects should hear attitude-changing news about the candidate after the first measurement and prior to the second, or if simply filling out the predebate questionnaire induces them to watch the debate differently than they otherwise would have watched, a comparison of pre- and postattitudes will produce misleading conclusions about the effect of the debate.\(^2\)

3. Internal and External Validity

Random assignment enables the researcher to formulate the appropriate comparisons, but random assignment alone does not ensure that the comparison will speak convincingly to the original causal question. The theoretical interpretation of an experimental result is a matter of internal validity—"did in fact the experimental stimulus [e.g., the debate] make some significant difference [e.g., in attitude toward the candidate] in this specific instance" (Campbell 1957, 297).\(^3\) In the preceding example, the researcher seeks to gauge the causal effect of viewing a televised debate; however, if viewers of the debate are inadvertently exposed to attitude-changing news as well, then the estimated effect of viewing the debate will be conflated with the effect of hearing the news.

The interpretation of the estimated causal effect also depends on what the control group receives as a treatment. If, in the previous example, the control group watches another television program that airs campaign commercials, the researcher must understand the treatment effect as the relative influence of viewing debates compared to viewing commercials.\(^4\) This comparison differs from a comparison of those who watch a debate with those who, experimentally, watch nothing.

More generally, every experimental treatment entails subtle nuances that the researcher must know, understand, and explicate. Hence, in the preceding example, he or she must judge whether the causative agent was viewing a debate per se, any 90-minute political program, or any political program of any length. Researchers can, and should, conduct

---

\(^2\) Natural scientists frequently use within-subjects designs because they seldom contend with problems of memory and anticipation when working with "subjects" such as electrons. Clearly, natural scientists conduct experiments (with interventions) even if they do not employ between-subjects random assignment. Social scientists, confronted as they are by the additional complexities of working with humans, typically rely on between-subjects experimental designs, where randomization ensures that the experimental groups are, in expectation, identical.

Randomization is unnecessary when subjects are effectively identical. In economics (and hence some of the work discussed in this Handbook), participants sometimes are not randomly assigned on the assumption that they all respond the same way to the incentives provided by the experimenter (Guala 2005, 79; Morton and Williams 2010, 28–29).

\(^3\) Related to internal validity is statistical conclusion validity, defined as "the validity of inferences about the correlation (covariation) between treatment and outcome" (Shadish et al. 2002, 38). Statistical conclusion validity refers specifically and solely to the "appropriate use of statistics to infer whether the presumed independent and dependent variables covary," and not at all to whether a true causal relationship exists (37).\(^4\) Internal validity is a frequent challenge for experimental research. For this reason, experimental scholars often administer manipulation checks, evaluations that document whether subjects experience the treatment as intended by the experimenter.
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multiple experiments or experiments with a wide array of different conditions in an effort to isolate the precise causative agent; however, at the end of the day, they must rely on theoretical stipulations to decide which idiosyncratic aspects of the treatment are relevant and explain why they, and not others, are relevant.

Two aspects of experimental implementation that bear directly on internal validity are noncompliance and attrition. Noncompliance occurs when those assigned to the treatment group do not receive the treatment, or when those assigned to the control group inadvertently receive the treatment (e.g., those encouraged to watch do not watch or those not encouraged do watch). In this case, the randomly assigned groups remain comparable, but the difference in their average outcomes measures the effect of the experimental assignment rather than actually receiving the treatment. The Appendix to this chapter describes how to draw causal inferences in such circumstances.

Attrition involves the failure to measure outcomes for certain subjects (e.g., some do not report their vote preference in the follow-up) and is particularly problematic when it affects some experimental groups more than others. The danger is that attrition reveals something about the potential outcomes of those who drop out of the study. For example, if debate viewers become more willing than nonviewers to participate in a postdebate interview and if viewing the debate changes subjects' candidate evaluations, comparisons between treatment and control group could be biased. Sometimes researchers unwittingly contribute to the problem of differential attrition by exerting more effort to gather outcome data from one of the experimental groups or by expelling participants from the study if they fail to follow directions when receiving the treatment.

A related concern for experimental researchers is external validity. Researchers typically conduct experiments with an eye toward questions that are bigger than "What is the causal effect of the treatment on this particular group of people?" For example, they may want to provide insight about voters generally, despite having data on relatively few voters. How far one can generalize from the results of a particular experiment is a question of external validity: the extent to which the "causal relationship holds over variations in persons, settings, treatments, and outcomes" (Shadish, Cook, and Campbell 2002, 83).

As suggested in the Shadish et al. quote, external validity covers at least four aspects of experimental design: whether the participants resemble the actors who are ordinarily confronted with these stimuli, whether the context (including the time) within which actors operate resembles the context (and time) of interest, whether the stimulus used in the study resembles the stimulus of interest in the world, and whether the outcome measures resemble the actual outcomes of theoretical or practical interest. The fact that several criteria come into play means that experiments are difficult to grade in terms of external validity, particularly because the external validity of a given study depends on what kinds of generalizations one seeks to make.

Consider the external validity of our example of the debate-watching encouragement experiment. The subjects in encouragement studies come from random samples of the populations of adults or registered voters. Random sampling bolsters the external validity of the study insofar as the people in the survey better reflect the target population. However, if certain types of people comply with encouragement instructions more than others, their post-treatment inferences will depend on whether the average effect among those who comply with the treatment resembles the average effect among those groups to which we hope to generalize.

A related concern in such experiments is whether the context and time at which participants watch the debate resembles settings to which the researcher hopes to generalize. Are the viewers allowed to ignore the debate and read a magazine if they want (as they could outside the study)? Are they watching with the same types of people they would

5 Related is construct validity, which is "the validity of inferences about the higher order constructs that represent sampling particulars" (Shadish et al. 2001, 16).
watch with outside the study? There also are questions about the particular debate program used in the study (e.g., the stimulus): does it typify debates in general? To the extent that it does not, it will be more difficult to make claims about debate viewing that are regarded as externally valid. Before generalizing from the results of such an experiment, we would need to know more about the tone, content, and context of the debate.6

Finally, suppose our main interest is in how debate viewing affects Election Day behaviors. If we want to understand how exposure to debates influences voting, then a questionnaire given on Election Day might be a better measurement than one taken immediately after the debate and well before the election; that is, behavioral intentions may change after the debate but before the election.

Whether any of these concerns make a material difference to the external validity of an experimental finding can be addressed as part of an extended research program in which scholars vary relevant attributes of the research design, such as the subjects targeted for participation, the alternative viewing (or reading) choices available (to address the generalizability of effects from watching a particular debate in a certain circumstance), the types of debates watched, and the timing of postdebate interviews. A series of such experiments could address external validity concerns by gradually assessing how treatment effects vary depending on different attributes of experimental design.

4. Documenting and Reporting Relationships

When researchers detect a statistical relationship between a randomly assigned treatment and an outcome variable, they often want to probe further to understand the mechanisms by which the effect is transmitted. For example, having found that watching a televised debate increased the likelihood of voting, they ask why it has this effect. Is it because viewers become more interested in the race? Do they feel more confident about their ability to cast an intelligent vote? Do debates elevate their feelings of civic duty? Viewing a debate could change any of these mediating variables.

Assessing the extent to which potential mediating variables explain an experimental effect can be challenging. Analytically, a single random assignment (viewing a debate vs. not viewing) makes it difficult, if not impossible, to isolate the mediating pathways of numerous intervening variables. To clarify such effects, a researcher needs to design several experiments, all with different kinds of treatments. In the debate example, a researcher could ask subjects to watch different kinds of debates, with some treatments likely to affect interest in the race and others to heighten feelings of civic duty. Indeed, an extensive series of experiments might be required before a researcher can make convincing causal claims about causal pathways.

In addition to identifying mediating variables, researchers often want to understand the conditions under which an experimental treatment affects an important outcome. For example, do debates only affect (or affect to a greater extent) political independents? Do debates matter only when held in close proximity to Election Day? These are questions about moderation, wherein the treatment's effect on the outcome differs across levels of other variables (e.g., partisanship, timing of debate [see Baron and Kenny 1986]). Documenting moderating relationships typically entails the use of statistical interactions between the moderating variable and the treatment. This approach, however, requires sufficient variance on the moderating variable. For example, to evaluate whether debates affect only independents, the subject population must include sufficient numbers of otherwise comparable independents and nonindependents.
In practice, pinpointing mediators and moderators often requires theoretical guidance and the use of multiple experiments representing distinct conditions. This gets at one of the great advantages of experiments—they can be replicated and extended in order to form a body of related studies. Moreover, as experimental literatures develop, they lend themselves to meta-analysis, a form of statistical analysis that assesses the conditions under which effects are large or small (Borenstein et al. 2009). Meta-analyses aggregate experiments on a given topic into a single dataset and test whether effect sizes vary with certain changes in the treatments, subjects, context, or manner in which the experiments were implemented. Meta-analysis can reveal statistically significant treatment effects from a set of studies that, analyzed separately, would each generate estimated treatment effects indistinguishable from zero. Indeed, it is this feature of meta-analysis that argues against the usual notion that one should always avoid conducting experiments with low statistical power, or a low probability of rejecting the null hypothesis of no effect (when there is in fact an effect). A set of low power studies taken together might have considerable power, but if no one ever launches a low power study, this needed evidence cannot accumulate (for examples of meta-analyses in political science, see Druckman 1994; Lau et al. 1999). 8

Publication bias threatens the accumulation of experimental evidence through meta-analysis. Some experiments find their way into print more readily than others. Those that generate statistically significant results and show that the effect of administering a treatment is clearly nonzero are more likely to be deemed worthy of publication by journal reviewers, editors, and even authors themselves. If statistically significant positive results are published and weaker results are not, then the published literature will give a distorted impression of a treatment’s influence. A meta-analysis of results that have been published selectively might be quite misleading. For example, if only experiments documenting that debates affect voter opinion survive the publication process and those that report no effects are never published, then the published literature may provide a skewed view of debate effects. For this reason, researchers who employ meta-analysis should look for symptoms of publication bias, such as the tendency for smaller studies to generate larger treatment effects.

As the discussions of validity and publication bias suggest, experimentation is no panacea.9 The interpretation of experimental results requires intimate knowledge of how and under what conditions an experiment was conducted and reported. For this reason, it is incumbent on experimental researchers to give a detailed account of the key features of their studies, including 1) who the subjects are and how they came to participate in the study; 2) how the subjects were randomly assigned to experimental groups; 3) what treatments each group received; 4) the context in which each group received treatments; 5) the outcome measures; and 6) all procedures used to preserve comparability between treatment and control groups, such as outcome measurement that is blind to participants’ experimental assignments and the management of noncompliance and attrition.

5. Ethics and Natural Experiments

Implementing experiments in ways that speak convincingly to causal questions is important...
and challenging. Experiments that have great clarifying potential can also be expensive and difficult to orchestrate, particularly in situations where the random assignment of treatments means a sharp departure from what would ordinarily occur. For experiments on certain visible or conflictual topics, ethical problems might also arise. Subjects might either be denied a treatment that they would ordinarily seek or be exposed to a treatment that they would ordinarily avoid. Even if the ethical problems are manageable, such situations might also require researchers to garner potential subjects’ explicit consent to participate in the experimental activities. Subjects might refuse to consent, or the consent form might prompt them to think or behave in ways they otherwise would not—in both instances, challenging the external validity of the experiment. Moreover, some studies include deception, an aspect of experimental design that raises not only ethical qualms, but also practical concerns about jeopardizing the credibility of the experimental instructions in future experiments.

Hence, the creative spark required of a great experimental study is not just how to test an engaging hypothesis, but how to conduct a test while effectively managing practical and ethical constraints. In some cases, researchers address such practical and ethical hurdles by searching for and taking advantage of random assignments that occur naturally in the world. These natural experiments include instances where random lotteries determine which men are drafted for military service (e.g., Angrist 1990), which incoming legislators enjoy the right to propose legislation (Loewen, Koop, and Fowler 2009), or which Pakistani Muslims obtain visas allowing them to make the pilgrimage to Mecca (Clinging-smith, Khwaja, and Kremer 2009). The term natural experiment is sometimes defined more expansively to include events that happen to some people and not others, but the happenstance is not random. The adequacy of this broader definition is debatable; however, when the mechanism determining whether people are exposed to a potentially relevant stimulus is sufficiently random, then these natural experiments can provide scholars with an opportunity to conduct research on topics that would ordinarily be beyond an experimenter’s reach.

6. Conclusion

That social science experiments take many forms reflects different judgments about how best to balance various research aims. Some scholars prefer laboratory experiments to field experiments on the grounds that the lab offers the researcher tighter control over the treatment and how it is presented to subjects. Others take the opposite view on the grounds that generalization will be limited unless treatments are deployed, and outcomes assessed, unobtrusively in the field. Survey experiments are sometimes preferred on the grounds that a large and representative sample of people can be presented with a broad array of different stimuli in an environment where detailed outcome measures are easily gathered. Finally, some scholars turn to natural experiments in order to study historical interventions or interventions that could not, for practical or ethical reasons, be introduced by researchers.

The diversity of experimental approaches reflects in part different tastes about which research topics are most valuable, as well as ongoing debates within the experimental community about how best to attack particular problems of causal inference. Thus, it is difficult to make broad claims about “the right way” to run experiments in many substantive domains. In many respects, experimentation in political science is still in its infancy, and it remains to be seen which experimental designs, or combinations of designs, provide the most reliable political insights. That said, a good working knowledge of this chapter’s basic concepts and definitions can further understanding of the reasons behind the dramatic growth in the number and scope of experiments in political science, as well as the ways in which others are likely to evaluate and learn from the experiments that a researcher develops.
Appendix: Introduction to the Neyman–Rubin Causal Model

The logic underlying randomized experiments is often explicated in terms of a national system that has its origins in Neyman (1933) and Rubin (1974). For each individual $i$, let $Y_i$ be the outcome if $i$ is not exposed to the treatment and $Y_{i0}$ be the outcome if $i$ is exposed to the treatment. The treatment effect is defined as

$$\tau_i = Y_{i1} - Y_{i0}. \quad (1)$$

In other words, the treatment effect is the difference between two potential states of the world: one in which the individual receives the treatment and another in which the individual does not. Extending this logic from a single individual to a set of individuals, we may define the average treatment effect (ATE) as follows:

$$ATE = E(\tau_i) = E(Y_{i1}) - E(Y_{i0}). \quad (2)$$

The concept of the average treatment effect implicitly acknowledges the fact that the treatment effect may vary across individuals. The value of $\tau_i$ may be especially large, for example, among those who seek out a given treatment. In such cases, the average treatment effect in the population may be quite different from the average treatment effect among those who actually receive the treatment.

Stated formally, the concept of the average treatment effect among the treated may be written as

$$ATT = E(\tau_i|T_i = 1) = E(Y_{i1}|T_i = 1) - E(Y_{i0}|T_i = 1), \quad (3)$$

where $T_i = 1$ when a person receives a treatment. To clarify the terminology, $Y_{i1}|T_i = 1$ is the outcome resulting from the treatment among those who are actually treated, whereas $Y_{i0}|T_i = 1$ is the outcome that would have been observed in the absence of treatment among those who are actually treated.

By comparing Equations (2) and (3), we see that the average treatment effect need not be the same as the treatment effect among the treated.

This framework can be used to show the importance of random assignment. When treatments are randomly administered, the group that receives the treatment ($T_i = 1$) has the same expected outcome that the group that does not receive the treatment ($T_i = 0$) would if it were treated:

$$E(Y_{i1}|T_i = 1) = E(Y_{i1}|T_i = 0). \quad (4)$$

Similarly, the group that does not receive the treatment has the same expected outcome, if untreated, as the group that receives the treatment, if it were untreated:

$$E(Y_{i0}|T_i = 0) = E(Y_{i0}|T_i = 1). \quad (5)$$

Equations (4) and (5) follow from what Holland (1986) terms the independence assumption because the randomly assigned value of $T_i$ conveys no information about the potential values of $Y_i$. Equations (2), (4), and (5) imply that the average treatment effect may be written as

$$ATE = E(\tau_i) = E(Y_{i1}|T_i = 1) - E(Y_{i0}|T_i = 0). \quad (6)$$

Because $E(Y_{i1}|T_i = 1)$ and $E(Y_{i0}|T_i = 0)$ may be estimated directly from the data, Equation (6) suggests a solution to the problem of causal inference. To estimate an average treatment effect, we simply calculate the difference between two sample means: the average outcome in the treatment group minus the average outcome in the control group. This estimate is unbiased in the sense that, on average across hypothetical replications of the same experiment, it reveals the true average treatment effect.

Random assignment further implies that independence will hold not only for $Y_i$, but also for any variable $X_i$ that might be measured prior to the administration of the treatment. For example, subjects' demographic
attributes or their scores on a pre-test are presumably independent of randomly assigned treatment groups. Thus, one expects the average value of $X_i$ in the treatment group to be the same as in the control group; indeed, the entire distribution of $X_i$ is expected to be the same across experimental groups. This property is known as covariate balance. It is possible to gauge the degree of balance empirically by comparing the sample averages for the treatment and control groups.

The preceding discussion of causal effects skipped over two further assumptions that play a subtle but important role in experimental analysis. The first is the idea of an exclusion restriction. Embedded in Equation (1) is the idea that outcomes vary as a function of receiving the treatment per se. It is assumed that assignment to the treatment group only affects outcomes insofar as subjects receive the treatment. Part of the rationale for using blinded placebo groups in experimental design is the concern that subjects’ knowledge of their experimental assignment might affect their outcomes. The same may be said for double-blind procedures: when those who implement experiments are unaware of subjects’ experimental assignments, they cannot intentionally or inadvertently alter their measurement of the dependent variable.

A second assumption is known as the stable unit treatment value assumption (SUTVA). In the notation used previously, expectations such as $E(Y_{it}|T_i = t_i)$ are written as if the expected value of the treatment outcome variable $Y_{it}$ for unit $i$ only depends on whether the unit gets the treatment (whether $t_i$ equals one or zero). A more complete notation would allow for the consequences of treatments $T_i$ through $T_n$ administered to other units. It is conceivable that experimental outcomes might depend on the values of $t_i$, $t_{i+1}$, $t_{i+2}$, $t_1$, $t_2$, $t_{n-1}$, as well as the value of $t_i$:

$$E(Y_{it}|T_i = t_i, T_{i+1} = t_{i+1}, T_{i+2} = t_{i+2}, \ldots, T_n = t_n).$$

By ignoring the assignments to all other units when we write this as $E(Y_{it}|T_i = t_i)$, we assume away spillovers (or multiple forms of the treatment) from one experimental subject to another.

**Noncompliance**

Sometimes only a subset of those who are assigned to the treatment group is actually treated, or a portion of the control group receives the treatment. When those who get the treatment differ from those who are assigned to receive it, an experiment confronts a problem of noncompliance. In experimental studies of get-out-the-vote canvassing, for example, noncompliance occurs when some subjects who were assigned to the treatment group remain untreated because they are not reached (see Gerber et al. 2010).

How experimenters approach the problem of noncompliance depends on their objectives. Those who want to gauge the effectiveness of an outreach program may be content to estimate the intent-to-treat effect, that is, the effect of being randomly assigned to the treatment. The intent-to-treat effect is essentially a blend of two aspects of the experimental intervention: the rate at which the assigned treatment is actually delivered to subjects and the effect it has on those who receive it. Some experimenters are primarily interested in the latter. Their aim is to measure the effects of the treatment on compliers, people who receive the treatment if and only if they are assigned to the treatment group.

When there is noncompliance, a subject’s group assignment, $Z_i$, is not equivalent to $T_i$. Define a subset of the population, called “compliers,” who get the treatment if and only if they are assigned to the treatment. Compliers are subjects for whom $T_i = 1$ when $Z_i = 1$ and for whom $T_i = 0$ when $Z_i = 0$. Note that whether a subject is a complier is a function of both a subject’s characteristics and the particular features of the experiment; it is not a fixed attribute of a subject.

When treatments are administered exactly according to plan ($Z_i = T_i, Y_i$), the average causal effect of a randomly assigned treatment can be estimated simply by comparing mean
multiple forms of experimental subject assignment. In the same way, the compliance group is defined as those who got treated and those who are assigned to the untreated because of Gerber et al.

To estimate the average treatment effect among compliers, we must assume that assignment Z is random. We must also make four additional assumptions: the exclusion restriction, SUTVA, monotonicity, and a nonzero causal effect of the random assignment. The exclusion restriction implies that the outcome for a subject is a function of the treatment they receive but is not otherwise influenced by their assignment to the treatment group. SUTVA implies that a subject’s outcomes depend only on the subject’s own treatment and treatment assignment and not on the treatments assigned or received by any other subjects. Monotonicity means that there are no defiers, that is, no subjects who would receive the treatment if assigned to the control group and who would not receive the treatment if assigned to the treatment group. The final assumption is that the random assignment has some effect on the probability of receiving the treatment. With these assumptions in place, the researcher may estimate the average treatment effect among compliers in a manner that will be increasingly accurate as the number of observations in the study increases. Thus, although the problem of experimental crossover constrains a researcher’s ability to draw inferences about the average treatment effect among the entire population, accurate inferences can often be obtained with regard to the average treatment effect among compliers.
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