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Abstract
Monetary DSGE models are widely used because they fit the data well and they can be used to
address important monetary policy questions. We provide a selective review of these
developments. Policy analysis with DSGE models requires using data to assign numerical
values to model parameters. The chapter describes and implements Bayesian moment
matching and impulse response matching procedures for this purpose.
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1. INTRODUCTION

There has been enormous progress in recent years in the development of dynamic, sto-

chastic general equilibrium (DSGE) models for the purpose of monetary policy analy-

sis. These models have been shown to fit aggregate data well by conventional

econometric measures. For example, they have been shown to do as well or better than

simple atheoretical statistical models at forecasting outside the sample of data on which

they were estimated. In part because of these successes, a consensus has formed around

a particular model structure, the New Keynesian model.
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Our objective is to present a selective review of these developments.We present seve-

ral examples to illustrate the kind of policy questions the models can be used to address.

We also convey a sense of how well the models fit the data. In all cases, our discussion

takes place in the simplest version of the model required to make our point. As a result,

we do not develop one single model. Instead, we work with several models.

We begin by presenting a detailed derivation of a version of the standard New

Keynesian model with price-setting frictions and no capital or other complications. We

then use versions of this simple model to address several important policy issues. For

example, the past few decades have witnessed the emergence of a consensus that mone-

tary policy ought to respond aggressively to changes in actual or expected inflation. This

prescription formonetary policy is known as the “Taylor principle.” The standard version

of the simple model is used to articulate why this prescription is a good one. However,

alternative versions of the model can be used to identify potential pitfalls for the Taylor

principle. In particular, a policy-induced rise in the nominal interest rate may destabilize

the economy by perversely giving a direct boost to inflation. This can happen if the

standard model is modified to incorporate a so-called working capital channel, which

corresponds to the assumption that firms must borrow to finance their variable inputs.

We then turn to the much discussed issue of the interaction between monetary pol-

icy and volatility in asset prices and other aggregate economic variables. We explain

how vigorous application of the Taylor principle could inadvertently trigger an ineffi-

cient boom in output and asset prices.

Finally, we discuss the use of DSGEmodels for addressing a key policy question: How

big is the gap between the level of economic activity and the best level that is achievable

by policy? An estimate of the output gap not only provides an indication about how effi-

ciently resources are being used, but in the New Keynesian framework, the output gap is

also a signal of inflation pressure. Informally, the unemployment rate is thought to pro-

vide a direct observation on the efficiency of resource allocation. For example, a large

increase in the number of people reporting to be “ready and willing to work” but not

employed suggests, at least at a casual level, that resources are being wasted and that the

output gap is negative. DSGE models can be used to formalize and assess these informal

hunches. We do this by introducing unemployment into the standard New Keynesian

model along the lines recently proposed in Christiano, Trabandt, and Walentin (2010a;

CTW). We use the model to describe circumstances in which we can expect the unem-

ployment rate to provide useful information about the output gap. We also report evi-

dence suggesting that these conditions may be satisfied in the U.S. data.

Although the creators of the Hodrick and Prescott (1997; HP) filter never intended

it to be used to estimate the New Keynesian output gap concept, it is often used for

this purpose. We show that whether the HP filter is a good estimator of the gap

depends sensitively on the details of the underlying model economy. This discussion

involves a careful review of the intuition of how the New Keynesian model responds

to shocks. Interestingly, a New Keynesian model fit to U.S. data suggests the condi-

tions are satisfied for the HP filter to be a good estimator of the output gap. In our
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discussion, we explain that there are several caveats that must be taken into account

before concluding that the HP filter is a good estimator of the output gap.

Policy analysis with DSGE models, even the simple analyses summarized earlier,

require assigning values to model parameters. In recent years, the Bayesian approach to

econometrics has taken over as the dominant one for this purpose. In conventional appli-

cations, the Bayesian approach is a so-called full information procedure because the ana-

lyst specifies the joint likelihood of the available observations in complete detail. As a

result, many of the limited information tools in macroeconomists’ econometric toolbox

have been deemphasized in recent times. These tools include methods that match model

and data second moments and that match model and empirical impulse response func-

tions. Following the work of Chernozhukov and Hong (2003), Kim (2002), Kwan

(1999) and others, we show how the Bayesian approach can be applied in limited infor-

mation contexts. We apply a Bayesian moment matching approach in Section 3.3.3 and a

Bayesian impulse response function matching approach in Section 5.2.

The new monetary DSGE models are of interest not just because they represent

laboratories for the analysis of important monetary policy questions. They are also of

interest because they appear to resolve a classic empirical puzzle about the effects of

monetary policy. It has long been thought that it is virtually impossible to explain

the very slow response of inflation to a monetary disturbance without appealing to

completely implausible assumptions about price frictions (see, e.g., Mankiw, 2000).

However, it turns out that modern DSGE models do provide an account of the inertia

in inflation and the strong response of real variables to monetary policy disturbances,

without appealing to seemingly implausible parameter values. Moreover, the models

simultaneously explain the dynamic response of the economy to other shocks. We

review these important findings. We explain in detail the contribution of each feature

of the consensus medium-sized New Keynesian model in achieving this result. This

discussion closely follows the analyses in Christiano, Eichenbaum, and Evans (2005;

CEE) and Altig, Christiano, Eichenbaum, and Lindé (2005; ACEL).

There is an econometric technique that is particularly well-suited to the shock-based

analysis described in the previous paragraph. It is the one that matches impulse response

functions estimated by vector autoregressions (VARs) with the corresponding objects

in amodel. UsingU.S.macroeconomic data, we show how the parameters of the consen-

sus DSGEmodel are estimated by this impulse response matching procedure. The advan-

tage of this econometric approach is transparency and focus. The transparency reflects that

the estimation strategy has a simple graphical representation, involving objects— impulse

response functions — about which economists have strong intuition. The advantage of

focus comes from the possibility of studying the empirical properties of a model without

having to specify a full set of shocks. As noted previously, we show how to implement the

impulse response matching strategy using Bayesian methods. In particular, we are able to

implement all the machinery of priors and posteriors, as well as the marginal likelihood as

a measure of model fit in our impulse response function matching exercise.
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This chapter is organized as follows. Section 2 describes the simple New Keynesian

model without capital. The following section reviews some policy implications of that

model. The medium-sized version of the model, designed to econometrically address a rich

set ofmacroeconomic data, is described in Section 4. Section 5 reviews ourBayesian impulse

responsematching strategy. Section 6 reviews the results, and conclusions are offered in Sec-

tion 7. Many algebraic derivations are relegated to a separate technical appendix.1
2. SIMPLE MODEL

This section analyzes versions of the standard Calvo-sticky price New Keynesian model

without capital. In practice, the analysis of the standard New Keynesian model often

begins with the familiar three equations: the linearized “Phillips curve,” “IS curve,”

and monetary policy rule. We cannot simply begin with these three equations here

because we also study departures from the standard model. For this reason, we must

derive the equilibrium conditions from their foundations.

The version of the NewKeynesian model studied in this section is the one considered

in Clarida, Gali, and Gertler (1999) and Woodford (2003), modified in two ways. First,

we introduce the working capital channel emphasized by CEE and Barth and Ramey

(2002).2 The working capital channel results from the assumption that firms’ variable

inputs must be financed by short-term loans.With this assumption, changes in the interest

rate affect the economy by changing firms’ variable production costs, in addition to

operating through the usual spending mechanism. There are several reasons to take the

working capital channel seriously. Using U.S. Flow of Funds data, Barth and Ramey

(2002) argued that a substantial fraction of firms’ variable input costs are borrowed in

advance. Christiano, Eichenbaum, and Evans (1996) provided VAR evidence suggesting

the presence of a working capital channel. Chowdhury, Hoffmann, and Schabert (2006)

and Ravenna and Walsh (2006) provided additional evidence supporting the working

capital channel, based on instrumental variables estimates of a suitably modified Phillips

curve. Finally, Section 4 shows that incorporating the working capital channel helps to

explain the “price puzzle” in the VAR literature and provides a response to Ball’s

(1994) “dis-inflationary boom” critique of sticky price models.

We explore a second modification to the classic New Keynesian model by incor-

porating the assumption about materials inputs proposed in Basu (1995). Basu argued

that a large part — as much as half — of a firm’s output is used as inputs by other firms.

The working capital channel introduces the interest rate into costs while the materials

assumption makes those costs big. In the next section we show that these two factors

have potentially far-reaching consequences for monetary policy.
1 The technical appendix can be found at http://www.faculty.econ.northwestern.edu/faculty/christiano/research/

Handbook/technical_appendix.pdf.
2 The first monetary DSGE model we are aware of that incorporates a working capital channel is Fuerst (1992). Other

early examples include Christiano (1991) and Christiano and Eichenbaum (1992b).

http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
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This section is organized as follows. We begin in subsection 2.1 by describing the

private sector of the economy, and deriving equilibrium conditions associated with

optimization and market clearing. In subsection 2.2, we specify the monetary policy

rule and define the Taylor rule equilibrium. Subsection 2.3 discusses the interpretation

of a key parameter in our utility function. The parameter controls the elasticity with

which the labor input in our model economy adjusts in response to a change in the real

wage. Traditionally, this parameter has been viewed as being restricted by microeco-

nomic evidence on the Frisch labor supply elasticity. We summarize recent thinking

stimulated by the seminal work of Rogerson (1988) and Hansen (1985), according to

which this parameter is not restricted by evidence on the Frisch elasticity.

2.1 Private economy
2.1.1 Households
We suppose there is a large number of identical households. The representative house-

hold solves the following problem:

max
Ct ;Ht ;Btþ1f g

E0

X1
t¼0

bt logCt � H
1þf
t

1þ f

 !
; 0 < b < 1;f � 0; ð1Þ

subject to

PtCt þ Btþ1 � BtRt�1 þWtHt þ Transfers and profitst: ð2Þ
Here, Ct and Ht denote household consumption and market work, respectively. In

Eq. (2), Btþ1 denotes the quantity of a nominal bond purchased by the household in

period t and Rt denotes the one-period gross nominal rate of interest on a bond pur-

chased in period t. Finally, Wt denotes the competitively determined nominal wage

rate. The parameter, f, is discussed in Section 2.3.

The representative household equates the marginal cost of working, in consump-

tion units, with the marginal benefit, the real wage:

CtH
f
t ¼ Wt

Pt

: ð3Þ

The representative household also equates the utility cost of the consumption foregone

in acquiring a bond with the corresponding benefit:

1

Ct

¼ bEt

1

Ctþ1

Rt

ptþ1

: ð4Þ

Here, ptþ1 denotes the gross rate of inflation from t to t þ 1.

2.1.2 Firms
A key feature of the New Keynesian model is its assumption that there are price-setting

frictions. These frictions are introduced to accommodate the evidence of inertia in
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aggregate inflation. Obviously, the presence of price-setting frictions requires that firms

have the power to set prices, and this in turn requires the presence of monopoly

power. A challenge is to create an environment inwhich there ismonopoly power,without

contradicting the obvious fact that actual economies have a very large number of firms. The

Dixit-Stiglitz framework of production handles this challenge very nicely, because it has a

very large number of price-settingmonopolist firms. In particular, gross output is produced

using a representative, competitive firm using the following technology:

Yt ¼
ð1
0

Y
1
lf
i;t di

� �lf

; lf > 1; ð5Þ

where lf governs the degree of substitution between the different inputs. The repre-

sentative firm takes the price of gross output, Pt, and the price of intermediate inputs,

Pi,t, as given. Profit maximization leads to the following first-order condition:

Yi;t ¼ Yt

Pi;t

Pt

� �� lf
lf �1

: ð6Þ

Substituting Eq. (6) into Eq. (5) yields the following relation between the aggregate

price level and the prices of intermediate goods:

Pt ¼
ð1
0

P
� 1

lf �1

i;t di

� ��ðlf�1Þ
: ð7Þ

The ith intermediate good is produced by a single monopolist, who takes Eq. (6) as its

demand curve. The value of lf determines how much monopoly power the ith pro-

ducer has. If lf is large, then intermediate goods are poor substitutes for each other,

and the monopoly supplier of good i has a lot of market power. Consistent with this,

note that if lf is large, then the demand for Yi,t is relatively price inelastic (see Eq. 6).

If lf is close to unity, so that each Yi,t is almost a perfect substitute for Yj,t, j 6¼ i, then

the ith firm faces a demand curve that is almost perfectly elastic. In this case, the firm

has virtually no market power.

The production function of the ith monopolist is:

Yi;t ¼ ztH
g
i;tI

1�g
i;t ; 0 < g � 1; ð8Þ

where zt is a technology shock whose stochastic properties are specified below. Here,

Hi,t, denotes the level of employment by the ith monopolist. We follow Basu (1995) in

supposing that the ith monopolist uses the quantity of materials, Ii,t, as inputs to produc-

tion. The materials, Ii,t, are converted one-for-one from Yt in Eq. (5). For g < 1, each

intermediate good producer in effect uses the output of all the other intermediate pro-

duces as input. When g ¼ 1, then materials inputs are not used in production.

The nominal marginal cost of the intermediate good producer is the following

Cobb-Douglas function of the price of its two inputs:
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marginal costt ¼
�Pt

1� g

� �1�g �Wt

g

� �g
1

zt
:

Here, �W and �P are the effective prices of Hi,t, and Ii,t, respectively:

�Wt ¼ ð1� vtÞð1� cþ cRtÞWt

�Pt ¼ ð1� vtÞð1� cþ cRtÞPt: ð9Þ

In this expression, nt denotes a subsidy to intermediate good firms and the term involv-

ing the interest rate reflects the presence of a “working capital channel.” For example,

c ¼ 1 corresponds to the case where the full amount of the cost of labor and materials

must be financed at the beginning of the period. When c ¼ 0, no advanced financing

is required. A key variable in the model is the ratio of nominal marginal cost to the

price of gross output, Pt:

st ¼ ð1� vtÞ 1

1� g

� �1�g �wt

g

� �g

ð1� cþ cRtÞ; ð10Þ

where �wt denotes the scaled real wage rate:

�wt � Wt

z
1
g
tPt

: ð11Þ

If intermediate good firms faced no price-setting frictions, they would all set their price

as a fixed markup over nominal marginal cost:

lf Ptst: ð12Þ
In fact, we assume there are price-setting frictions along the lines proposed by Calvo

(1983). An intermediate firm can set its price optimally with probability 1 � xp, and
with probability xp it must keep its price unchanged relative to what it was in the pre-

vious period:

Pi;t ¼ Pi;t�1:

Consider the 1 � xp intermediate good firms that are able to set their prices optimally in

period t. There are no state variables in the intermediate good firm problem and all the firms

face the same demand curve. As a result, all firms able to optimize their prices in period

t choose the same price, which we denote by ePt. It is clear that optimizing firms do not

set ePt equal to Eq. (12). Setting ePt to Eq. (12) would be optimal from the perspective of

the current period, but it does not take into account the possibility that the firmmaybe stuck

with ePt for several periods into the future. Instead, the intermediate good firms that have an

opportunity to reoptimize their price in the current period, do so to solve:

maxePt

Et

X1
j¼0

ðxpbÞjutþj
ePtYi;tþj � PtþjstþjYi;tþj

� �
; ð13Þ
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subject to the demand curve, Eq. (6), and the definition of marginal cost, Eq. (10).

In Eq. (13), bjutþj is the multiplier on the household’s nominal period t þ j budget

constraint. Because they are the owners of the intermediate good firms, households

are the recipients of firm profits. In this way, it is natural that the firm should weigh

profits in different dates and states of nature using bjutþj. Intermediate good firms take

utþj as given. The nature of the family’s preferences, Eq. (1), implies:

utþj ¼ 1

PtþjCtþj

:

In Eq. (13) the presence of xp reflects that intermediate good firms are only concerned

with future scenarios in which they are not able to reoptimize the price chosen in

period t.

The first-order condition associated with Eq. (13) is

ept ¼ Et

P1
j¼0ðbxpÞjðXt;jÞ�

lf
lf �1lf stþj

Et

P1
j¼0ðbxpÞjðXi;jÞ�

1
lf �1

¼ K
f
t

F
f
t

; ð14Þ

where K
f
t and F

f
t denote the numerator and denominator of the ratio after the first

equality, respectively. Also,

ept � ePt

Pt

;Xt;j �
1

ptþj� � �ptþj

j > 0

1 j ¼ 0

:

8<:
Not surprisingly, Eq. (14) implies ePt is set to Eq. (12) when xp ¼ 0. When xp > 0,

optimizing firms set their prices so that Eq. (12) is satisfied on average. It is useful to

write the numerator and denominator in Eq. (14) in recursive form. Thus,

Kf
t ¼ lf st þ bxpEtp

lf
lf �1

tþ1K
f
tþ1; ð15Þ

Ff
t ¼ 1þ bxpEtp

1
lf �1

tþ1F
f
tþ1: ð16Þ

Expression (7) simplifies when we take into account that (i) the 1 � xp intermediate

good firms that set their price optimally all set it to ePt and (ii) the xp firms that cannot

reset their price are selected at random from the set of all firms. Doing so,

ept ¼ 1� xpp
1

lf �1

t

1� xp

24 35�ðlf�1Þ

: ð17Þ

It is convenient to use Eq. (17) to eliminate ept in Eq. (14):
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Kf
t ¼ Ff

t

1� xpp
1

lf �1

t

1� xp

0@ 1A�ðlf�1Þ

: ð18Þ

When g < 1, cost minimization by the ith intermediate good producer leads it to equate

the relative price of its labor and materials inputs to the corresponding relative marginal

productivities:

�Wt

�Pt

¼ Wt

Pt

¼ g
1� g

Ii;t

Hi;t
¼ g

1� g
It

Ht

: ð19Þ

Evidently, each firm uses the same ratio of inputs, regardless of its output price, Pi,t.

2.1.3 Aggregate resources and the private sector equilibrium conditions
A notable feature of the New Keynesian model is the absence of an aggregate production

function. That is, given information about aggregate inputs and technology, it is not pos-

sible to say what aggregate output,Yt, is. This is becauseYt also depends on how inputs are

distributed among the various intermediate good producers. For a given amount of aggre-

gate inputs, Yt is maximized by distributing the inputs equally across producers. An

unequal distribution of inputs results in a lower level of Yt. In the New Keynesian model

with Calvo price frictions, resources are unequally allocated across intermediate good

firms if, and only if, Pi,t differs across i. Price dispersion in themodel is caused by the inter-

action of inflation with price-setting frictions. With price dispersion, the price mecha-

nism ceases to allocate resources efficiently, as too much production is done in firms

with low prices and too little in the firms with high prices. Yun (1996) derived a very sim-

ple formula that characterizes the loss of output due to price dispersion.We re-derive the

analog of Yun’s (1996) formula that is relevant for our setting.

Let Y �
t denote the unweighted integral of gross output across intermediate good

producers:

Y �
t �

ð1
0

Yi;tdi ¼
ð1
0

zt
Hi;t

Ii;t

� �g

Ii;tdi ¼ zt
Ht

It

� �g

It ¼ ztH
g
t I

1�g
t :

Here, we have used linear homogeneity of the production function, as well as the

result in Eq. (19), that all intermediate good producers use the same labor to materials

ratio. An alternative representation of Y �
t makes use of the demand curve, Eq. (6):

Y �
t ¼ Yt

ð1
0

Pi;t

Pt

� �� lf
lf �1

di ¼ YtP

lf
lf �1

t

ð1
0

ðPi;tÞ�
lf

lf �1di ¼ YtP

lf
lf �1

t ðP�
t Þ

� lf
lf �1: ð20Þ

Thus,

Yt ¼ p�t ztH
g
t I

1�g
t ;
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where

p�t �
P�
t

Pt

� � lf
lf �1

: ð21Þ

Here, P�
t � 1 denotes Yun’s (1996) measure of the output lost due to price dispersion.

From Eq. (20),

P�
t ¼

ð1
0

ðPi;tÞ�
lf

lf �1di

� ��lf �1

lf

: ð22Þ

According to Eq. (21), P�
t is a monotone function of the ratio of two different

weighted averages of intermediate good prices. The ratio of these two weighted

averages can only be at its maximum of unity if all prices are the same.3

Taking into account observations (i) and (ii) after Eq. (16), Eq. (22) reduces (after

dividing by Pt and taking into account Eq. 21) to:

p�t ¼ ð1� xpÞ
1� xpp

1
lf �1

t

1� xp

0@ 1Alf

þ xp
p

lf
lf �1

t

p�t�1

264
375
�1

: ð23Þ

According to Eq. (23), there is price dispersion in the current period if there was dis-

persion in the previous period and/or if there is a current shock to dispersion. Such a

shock must operate through the aggregate rate of inflation.

We conclude that the relation between aggregate inputs and gross output is given

by:

Ct þ It ¼ p�t ztH
g
t I

1�g
t : ð24Þ

Here, Ct þ It represents total gross output, while Ct represents value added.

The private sector equilibrium conditions of the model are Eqs. (3), (4), (10), (15),

(16), (18), (19), (23), and (24). This represents 9 equations in the following 11

unknowns:

Ct;Ht; It;Rt; pt; p�t ;K
f
t ;F

f
t ;
Wt

Pt
; st; vt: ð25Þ
3 The distortion, p�t , is of interest in its own right. It is a sort of “endogenous Solow residual” of the kind called for by

Prescott (1998). Whether the magnitude of fluctuations in p�t are quantitatively important given the actual price

dispersion in data is something that deserves exploration. A difficulty that must be overcome, in such an exploration,

is determining what the benchmark efficient dispersion of prices is in the data. In the model it is efficient for all prices

to be exactly the same, but that is obviously only a convenient normalization.
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As it stands, the system is underdetermined. This is not surprising, since we have said

nothing about monetary policy or how nt is determined. We turn to this in the follow-

ing section.

2.2 Log-linearized equilibrium with Taylor rule
We log-linearize the equilibrium conditions of the model about its nonstochastic

steady state. We assume that monetary policy is governed by a Taylor rule, which

responds to the deviation between actual inflation and a zero inflation target. As a

result, inflation is zero in the nonstochastic steady state. In addition, we suppose that

the intermediate good subsidy, nt, is set to the constant value that causes the price of

goods to equal the social marginal cost of production in steady state. To see what this

implies for nt, recall that in steady state firms set their price as a markup, lf, over mar-

ginal cost. That is, they equate the object in Eq. (12) to Pt, so that:

lf s ¼ 1:

Using Eq. (10) to substitute out for the steady state value of s, the latter expression

reduces, in steady state, to:

ltð1� nÞð1� cþ cRÞ 1

1� g

� �1�g �w

g

� �g
" #

¼ 1:

Because we assume competitive labor markets, the object in square brackets is the ratio

of social marginal cost to price. As a result, it is socially efficient for this expression to

equal unity. This is accomplished in the steady state by setting n as follows:

1� n ¼ 1

lf ð1� cþ cRÞ : ð26Þ

Our treatment of policy implies that the steady-state allocations of our model economy

are efficient in the sense that they coincide with the solution to a particular planning prob-

lem. To define this problem, it is convenient to adopt the following scaling of variables:

ct � Ct

z
1=g
t

; it � It

z
1=g
t

: ð27Þ

The planning problem is:

max
ct ;Ht ;itf g

E0

X1
t¼0

bt log ct � H
1þf
t

1þ f

" #
; subject to ct þ it ¼ Hg

t i
1�g
t : ð28Þ

The problem, (28), is that of a planner who allocates resources efficiently across interme-

diate goods and who does not permit monopoly power distortions. Because there is no
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state variable in the problem, it is obvious that the choice variables that solve Eq. (28) are

constant over time. This implies that the Ct and It that solve the planning problem are a

fixed proportion of z
1=g
t over time. It turns out that the allocations that solve Eq. (28) also

solve the Ramsey optimal policy problem of maximizing Eq. (1) with respect to the 11

variables listed in Eq. (25) subject to the 9 equations listed before Eq. (25).4

Because inflation, pt, fluctuates in equilibrium, Eq. (23) suggests that p�t fluctuates

too. It turns out, however, that p�t is constant to a first-order approximation. To see

this, note that the absence of inflation in the steady state also guarantees there is no

price dispersion in steady state in the sense that p�t is at its maximal value of unity

(see Eq. 23). With p�t at its maximum in steady state, small perturbations have a zero

first-order impact on p�t . This can be seen by noting that pt is absent from the log-linear

expansion of Eq. (23) about p�t ¼ 1:

p̂�t ¼ xpp̂
�
t�1: ð29Þ

Here, a hat over a variable indicates:

%̂t ¼
d%t
%

;

where % denotes the steady state of the variable, %t, and d%t ¼ %t � % denotes a small

perturbation in %t from steady state. We suppose that in the initial period, p̂�t�1 ¼ 0,

so that, to a first-order approximation, p̂�t ¼ 0 for all t.

Log-linearizing Eqs. (15), (16), and (18) we obtain the usual representation of the

Phillips curve:

p̂t ¼
ð1� bxpÞð1� xpÞ

xp
ŝt þ bEtp̂tþ1: ð30Þ

Combining Eq. (3) with Eq. (10), taking into account Eq. (27) and the setting of n in
Eq. (26), real marginal cost is:

st ¼ 1

lf

1� cþ cRt

1� cþ cR
1

1� g

� �1�g
ctH

f
t

g

 !g

:

Then,

ŝt ¼ gðfĤt þ ĉtÞ þ c
ð1� cÞbþ c

R̂t: ð31Þ

Substituting out for the real wage in Eq. (19) using Eq. (3) and applying Eq. (27),
4 The statement in the text is strictly true only in the case where the initial distortion in prices is zero, that is p�t�1¼ 1.

If this condition does not hold, then the statement still holds asymptotically and may even hold as an approximation

after a small number of periods.
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Hfþ1
t ct ¼ g

1� g
it: ð32Þ

Similarly, scaling Eq.(24):

ct þ it ¼ Hg
t i
1�g
t :

Using Eq. (32) to substitute out for it in the above expression, we obtain:

ct þ 1� g
g

Hfþ1
t ct ¼ Hg

t

1� g
g

Hfþ1
t ct

� �1�g

:

Log-linearizing this expression around the steady state implies, after some algebra,

ĉt ¼ Ĥt: ð33Þ
Substituting the latter into Eq. (31), we obtain:

ŝt ¼ gð1þ fÞ̂ct þ c
ð1� cÞbþ c

R̂t: ð34Þ

In Eq. (34), ĉt is the percent deviation of ct from its steady-state value. Since this steady-

state value coincides with the constant ct that solves Eq. (28) for each t, ĉt also corre-

sponds to the output gap. The notation we use to denote the output gap is xt. Using

this notation for the output gap and substituting out ŝt in the Phillips curve, we obtain:

p̂t ¼ kp gð1þ fÞxt þ c
ð1� cÞbþ c

R̂t

� �
þ bEtp̂tþ1; ð35Þ

where

kp �
ð1� bxpÞð1� xpÞ

xp
:

When g¼ 1 andc¼ 0,Eq. (35) reduces to the“Phillips curve” in theclassicNewKeynesian

model.Whenmaterials are an important factor of production, so that g is small, then a given

jump in the output gap,xt, has a smaller impact on inflation.The reason is that in this case the

aggregate price index is part of the input cost for intermediate good producers. So, a small

price response to a given output gap is an equilibrium because individual intermediate good

firms have less of an incentive to raise their prices in this case.Withc> 0, Eq. (35) indicates

that a jump in the interest rate drives up prices. This is becausewith an activeworking capital

channel a rise in the interest rate drives up marginal cost.5
5 Equation (35) resembles equation (13) in Ravenna and Walsh (2006), except that we also allow for materials inputs,

i.e., g < 1.



299DSGE Models for Monetary Policy Analysis

Author's personal copy
Now consider the intertemporal Euler equation. Expressing (4) in terms of scaled

variables,

1 ¼ Et

bct

ctþ1m
1
g
z;tþ1

Rt

ptþ1

;mz;tþ1 �
ztþ1

zt
:

Log-linearly expanding about steady state and recalling that ĉt corresponds to the output gap:

0 ¼ Et xt � xtþ1 � 1

g
m̂z;tþ1 þ R̂t � p̂tþ1

� �
;

or,

xt ¼ Et xtþ1 � R̂t � p̂tþ1 � R̂
�
t

� �� 	
; ð36Þ

Where

R̂
�
t �

1

g
Etm̂z;tþ1: ð37Þ

We suppose that monetary policy, when linearized about steady state, is characterized

by the following Taylor rule:

R̂t ¼ rpEtp̂tþ1 þ rxxt: ð38Þ
The equilibrium of the log-linearly expanded economy is given by Eq. (35) to (38).

2.3 Frisch labor supply elasticity
The magnitude of the parameter, f, in the household utility function plays an impor-

tant role in the analysis in later sections. This parameter has been the focus of much

debate in macroeconomics. Note from Eq. (3) that the elasticity of Ht with respect

to the real wage, holding Ct constant, is 1/f. The condition, “holding Ct constant,”

could mean that the elasticity refers to the response of Ht to a change in the real wage

that is of very short duration, so short that the household’s wealth — and, hence, con-

sumption — is left unaffected. Alternatively, the elasticity could refer to the response of

Ht to a change in the real wage that is associated with an offsetting lump-sum transfer

payment that keeps wealth unchanged. The debate about f centers on the interpreta-

tion of Ht. Under one interpretation, Ht represents the amount of hours worked by a

typical person in the labor force. With this interpretation, 1/f is the Frisch labor supply

elasticity.6 This is perhaps the most straightforward interpretation of 1/f given our
6 The Frisch labor supply elasticity refers to the substitution effect associated with a change in the wage rate. It is the

percent change in a person’s labor supply in response to a change in the real wage, holding the marginal utility of

consumption fixed. Throughout this chapter, we assume that utility is additively separable in consumption and

leisure, so that constancy of the marginal utility of consumption translates into constancy of consumption.
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assumption that the economy is populated by identical households, in which Ht is the

labor effort of the typical household. An alternative interpretation of Ht is that it repre-

sents the number of people working, and that 1/f measures the elasticity with which

marginal people substitute in and out of employment in response to a change in the

wage. Under this interpretation, 1/f need not correspond to the labor supply elasticity

of any particular person. The two different interpretations of Ht give rise to very differ-

ent views about how data ought to be used to restrict the value of f.
There is an influential labor market literature that estimates the Frisch labor supply

elasticity using household level data. The general finding is that, although the Frisch

elasticity varies somewhat across different types of people, on the whole the elasticities

are very small. Some have interpreted this to mean that only large values of f (say,

larger than unity) are consistent with the data. Initially, this interpretation was widely

accepted by macroeconomists. However, the interpretation gave rise to a puzzle for

equilibrium models of the business cycle. Over the business cycle, employment fluctu-

ates a great deal more than real wages. When viewed through the prism of equilibrium

models the aggregate data appeared to suggest that people respond elastically to changes

in the wage. But, this seemed inconsistent with the microeconomic evidence that indi-

vidual labor supply elasticities are in fact small. At the present time, a consensus is

emerging that what initially appeared to be a conflict between micro and macro data

is really no conflict at all. The idea is that the Frisch elasticity in the micro data and

the labor supply elasticity in the macro data represent at best distantly related objects.

It is well known that much of the business cycle variation in employment reflects

changes in the quantity of people working, not in the number of hours worked by a

typical household. Beginning at least with the work of Rogerson (1988) and Hansen

(1985), it has been argued that even if the individual’s labor supply elasticity is zero over

most values of the wage, aggregate employment could nevertheless respond highly elas-

tically to small changes in the real wage. This can occur if there are many people who

are near the margin between working in the market and devoting their time to other

activities. An example is a spouse who is doing productive work in the home, and yet

who might be tempted by a small rise in the market wage to substitute into the market.

Another example is a teenager who is close to the margin between pursuing additional

education and working, who could be induced to switch to working by a small rise in

the wage. Finally, there is the elderly person who might be induced by a small rise in

the market wage to delay retirement. These examples suggest that aggregate employ-

ment might fluctuate substantially in response to small changes in the real wage, even

if the individual household’s Frisch elasticity of labor supply is zero over all values of

the wage, except the one value that induces a shift in or out of the labor market.7
7 See Rogerson and Wallenius (2009) for additional discussion and analysis.
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The ideas in the previous paragraphs can be illustrated in our model. We adopt the

technically convenient assumption that the household has a large number of members,

one for each of the points on the line bounded by 0 and 1.8 In addition, we assume that

a household member only has the option to work full time or not at all. A household

member’s Frisch labor supply elasticity is zero for almost all values of the wage. Let l 2
[0, 1] index a particular member in the family. Suppose this member enjoys the follow-

ing utility if employed:

logCt � lf;f > 0;

and the following utility if not employed:

logCt:

Household members are ordered according to their degree of aversion to work. Those

with high values of l have a high aversion (e.g., small children, and elderly or chroni-

cally ill people) to work, and those with l near zero have very little aversion. We sup-

pose that household decisions are made on a utilitarian basis, in a way that maximizes

the equally weighted integral of utility across all household members. Under these cir-

cumstances, efficiency dictates that all members receive the same level of consumption,

whether employed or not. In addition, if Ht members are to be employed, then those

with 0 � l � Ht should work and those with l > Ht should not. For a household with

consumption, Ct, and employment, Ht, utility is, after integrating over all l 2 [0, 1] :

logCt � H
1þf
t

1þ f
; ð39Þ

which coincides with the period utility function in Eq. (1). Under this interpretation of

the utility function, Eq. (3) remains the relevant first-order condition for labor. In this

case, given the wage, Wt/Pt, the household sends out a number of members, Ht, to

work until the utility cost of work for the marginal worker, H
f
t , is equated to the

corresponding utility benefit to the household, (Wt/Pt)/Ct.

Note that under this interpretation of the utility function, Ht denotes a quantity of

workers and f dictates the elasticity with which different members of the households

enter or leave employment in response to shocks. The case in which f is large corre-

sponds to the case where household members differ relatively sharply in terms of their

aversion to work. In this case there are not many members with disutility of work close

to that of the marginal worker. As a result, a given change in the wage induces only a

small change in employment. If f is very small, then there is a large number of
8 Our approach is most similar to the approach of Gali (2010a), although it also resembles the approach taken in the

recent work of Mulligan (2001) and Krusell, Mukoyama, Rogerson, and Sahin (2008).
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household members close to indifferent between working and not working, and so a

small change in the real wage elicits a large labor supply response.

Given that most of the business cycle variation in the labor input is in the form of

numbers of people employed, we think the most sensible interpretation of Ht is that it

measures numbers of people working. Accordingly, 1/f is not to be interpreted as a

Frisch elasticity, which we instead assume to be zero.
3. SIMPLE MODEL: SOME IMPLICATIONS FOR MONETARY POLICY

Monetary DSGE models have been used to gain insight into a variety of issues that are

important for monetary policy. We discuss some of these issues using variants of the

simple model developed in the previous section. A key feature of that model is that

it is flexible, and can be adjusted to suit different questions and points of view. The

classic New Keynesian model, the one with no working capital channel and no mate-

rials inputs (i.e., g ¼ 1, c ¼ 0) can be used to articulate the rationale for the Taylor

principle. But variants of the New Keynesian framework can also be used to articulate

challenges to that principle. Sections 3.1 and 3.2 below describe two such challenges.

The fact that the New Keynesian framework can accommodate a variety of perspec-

tives on important policy questions is an important strength. This is because the frame-

work helps to clarify debates and to motivate econometric analyses so that data can be

used to resolve those debates.9

Sections 3.3 and 3.4 below address the problem of estimating the output gap. The

output gap is an important variable for policy analysis because it is a measure of the effi-

ciency with which economic resources are allocated. In addition, New Keynesian

models imply that the output gap is an important determinant of inflation, a variable

of particular concern to monetary policymakers. We define the output gap as the per-

cent deviation between actual output and potential output, where potential output is

output in the Ramsey-efficient equilibrium.10

We use the classic New Keynesian model to study three ways of estimating the out-

put gap. The first uses the structure of the simple New Keynesian model to estimate

the output gap as a latent variable. The second approach modifies the New Keynesian

model to include unemployment along the lines indicated by CTW. This modification

of the model allows us to investigate the information content of the unemployment

rate for the output gap. In addition, by showing one way that unemployment can be

integrated into the model, the discussion represents another illustration of the versatility
9 For example, the Chowdhury, Hoffmann, and Schabert (2006) and Ravenna and Walsh (2006) papers cited in the

previous section, show how the assumptions of the New Keynesian model can be used to develop an empirical

characterization of the importance of the working capital channel.
10 In our model, the Ramsey-equilibrium turns out to be what is often called the “first-best equilibrium,” the one

that is not distorted by monopoly power or flexible prices.
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of the New Keynesian framework.11 The third approach which is studied in section 3.4

explores the HP filter as a device for estimating the output gap. In the course of the

analysis, we illustrate the Bayesian limited information moment matching procedure

discussed in the introduction.

3.1 Taylor principle
A key objective of monetary policy is the maintenance of low and stable inflation. The

classic New Keynesian model defined by g ¼ 1 and c ¼ 0 can be used to articulate the

risk that inflation expectations might become self-fulfilling unless the monetary autho-

rities adopt the appropriate monetary policy. The classic model can also be used to

explain the widespread consensus that “appropriate monetary” policy means a mone-

tary policy that embeds the Taylor Principle: a 1% rise in inflation should be met

by a greater than 1% rise in the nominal interest rate. This subsection explains

how the classic New Keynesian model rationalizes the wisdom of implementing the

Taylor principle. However, when we incorporate the assumption of a working capital

channel — particularly when the share of materials in gross output is as high as it is in

the data — the Taylor principle becomes a source of instability. This is perhaps not

surprising. When the working capital channel is strong, if the monetary authority raises

the interest rate in response to rising inflation expectations, the resulting rise in costs

produces the higher inflation that people expect.12

It is convenient to summarize the linearized equations of our model here:

R̂
�
t ¼ Et

1

g
m̂z;tþ1 ð40Þ

p̂t ¼ kp gð1þ fÞxt þ acR̂t

� 	þ bEtp̂tþ1 ð41Þ
11 For an alternative recent approach to the introduction of unemployment into a DSGE model, see Gali (2010a). Gali

demonstrated that with a modest reinterpretation of variables, the standard DSGE model with sticky wages

summarized in the next section contains a theory of unemployment. In the model of the labor market used there

(it was proposed by Erceg et al. 2000) wages are set by a monopoly union. As a result, the wage rate is higher than

the marginal cost of working. Under these circumstances, one can define the unemployed as the difference between

the number of people actually working and the number of people that would be working if the cost of work for

the marginal person were equated to the wage rate. Gali (2010b) showed how unemployment data can be used to

help estimate the output gap, as we do here. The CTW and Gali models of unemployment are quite different. For

example, in the text we analyze a version of the CTW model in which labor markets are perfectly competitive, so

Gali’s “monopoly power” concept of unemployment is zero in this model. In addition, the efficient level of

unemployment in the sense that we use the term here, is zero in Gali’s definition, but positive in our definition. This

is because in our model, unemployment is an inevitable by-product of an activity that must be undertaken to find a

job. For an extensive discussion of the differences between our model and Gali’s, see Section F in the technical

appendix to CTW, which can be found at http://faculty.wcas.northwestern.edu/�lchrist/research/Riksbank/

technicalappendix.pdf.
12 Bruckner and Schabert (2003) made an argument similar to ours, although they do not consider the impact of

materials inputs, which we find to be important.

http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
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xt ¼ Et xtþ1 � R̂t � p̂tþ1 � R̂
�
t

� �� 	 ð42Þ
R̂t ¼ rpEtp̂tþ1 þ rxxt; ð43Þ

where

ac ¼ c
ð1� cÞbþ c

:

The specification of the model is complete when we take a stand on the law of motion

for the exogenous shock. We do this in the following subsections as needed.

We begin by reviewing the case for the Taylor principle using the classic New

Keynesian model, with g ¼ 1, c ¼ 0. We get to the heart of the argument using

the deterministic version of the model, in which R̂
�
t � 0. In addition, it is convenient

to suppose that monetary policy is characterized by rx ¼ 0. Throughout, we adopt the

presumption that the only valid equilibria are paths for p̂t, R̂t and xt that converge to

steady state; that is, 0.13 Under these circumstances, Eqs. (41) and (42) can be solved

forward as follows:

p̂t ¼ kpgð1þ fÞxt þ bkpgð1þ fÞxtþ1 þ b2kpgð1þ fÞxtþ2 þ . . . ð44Þ
and

xt ¼ � R̂t � p̂tþ1

� �� R̂tþ1 � p̂tþ2

� �� R̂tþ2 � p̂tþ3

� �� . . . ð45Þ
In Eq. (45) we have used the fact that in our setting a path converges to zero if, and

only if, it converges fast enough so that a sum like the one in Eq. (45) is well defined.14

Equation (44) shows that inflation is a function of the present and future output gap.

Equation (45) shows that the current output gap is a function of the long term real

interest rate (i.e., the sum on the right of Eq. 45) in the model.

Under the Taylor principle, the classic New Keynesian model implies that a rise in

inflation expectations launches a sequence of events that ultimately leads to a
13 Although our presumption is standard, justifying it is harder than one might have thought. For example, Benhabib,

Schmitt-Grohe, and Uribe (2002) presented examples in which some explosive paths for the linearized equilibrium

conditions are symptomatic of perfectly sensible equilibria for the actual economy underlying the linear

approximations. In these cases, focusing on the nonexplosive paths of the linearized economy may be valid after all if

we imagine that monetary policy is a Taylor rule with a particular escape clause. The escape clause specifies that in

the event the economy threatens to follow an explosive path, the monetary authority commits to switch to a

monetary policy of targeting the money growth rate. There are examples of monetary models in which the escape

clause monetary policy justifies the type of equilibrium selection we adopt in the text (see Benhabib et al. 2002 and

Christiano & Rostagno, 2001 for further discussion). For a more recent debate about the validity of the equilibrium

selection adopted in the text, see McCallum (2009) and Cochrane (2009) and the references they cite.
14 The reason for this can be seen below, where we show that the solution to this equation is a linear combination of

terms like alt. Such an expression converges to zero if, and only if, it is also summable.
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moderation in actual inflation. Seeing this moderation in actual inflation, people’s

higher inflation expectations would quickly dissipate before they could be a source

of economic instability. The way this works is that the rise in the real rate of interest

slows spending, causing the output gap to shrink (see Eq. 45). The fall in actual infla-

tion occurs as the reduction in output reduces pressure on resources and drives down

the marginal cost of production (see Eq. 41). Strictly speaking, we have just described

a rationale for the Taylor principle that is based on learning (for a formal discussion, see

McCallum, 2009). Under rational expectations, the posited rise in inflation expecta-

tions would not occur in the first place if policy obeys the Taylor principle.

A similar argument shows that if the monetary authority does not obey the Taylor

principle, that is, rp < 1, then a rise in inflation expectations can be self-fulfilling. This

is not surprising, since in this case the rise in expected inflation is associated with a fall

in the real interest rate. According to Eq. (45) this produces a rise in the output gap. By

raising marginal cost, the Phillips curve, (Eq. 44), implies that actual inflation rises. See-

ing higher actual inflation, people’s higher inflation expectations are confirmed. In this

way, with rp < 1 a rise in inflation expectations becomes self-fulfilling by triggering a

boom in output and actual inflation. It is easy to see that with rp < 1 many equilibria

are possible. A drop in inflation expectations can cause a fall in output and inflation.

Inflation expectations could be random, causing random fluctuations between booms

and recessions.15

In this way, the classic New Keynesian model has been used to articulate the idea

that the Taylor principle promotes stability, while absence of the Taylor principle

makes the economy vulnerable to fluctuations in self-fulfilling expectations.

The preceding results are particularly easy to establish formally under the assump-

tion of rational expectations. We continue to maintain the simplifying assumption,

rx ¼ 0. We reduce the model to a single second order difference equation in inflation.

Substitute out for R̂t in Eqs. (41) and (42) using Eq. (43). Then, solve Eq. (41) for xt
and use this to substitute out for xt in Eq. (42). These operations result in the following

second-order difference equation in p̂t:

p̂t þ ½kpgð1þ fÞðrp � 1Þ � ðkpacrp þ bÞ � 1	p̂tþ1 þ ðkpacrp þ bÞp̂tþ2 ¼ 0:
15 Clarida, Gali, and Gertler (1999; CGG) argued that the high inflation of the 1970s in many countries can be

explained as reflecting the failure to respect the Taylor principle in the early 1970s. Christiano and Gust (2000)

criticized this argument on the grounds that one did not observe a boom in employment in the 1970s. Christiano

and Gust argued that even if one thought of the 1970s as also a time of bad technology shocks (fuel costs and

commodity prices soared then), the CGG analysis predicts that employment should have boomed. Christiano and

Gust presented an alternative model, a “limited participation” model, which has the same implications for the Taylor

principle that the CGG model has. However, the Christiano and Gust model has a very different implication for

what happens to real allocations in a self-fulfilling inflation episode. Because of the presence of an important working

capital channel, the self-fulfilling inflation episode is associated with a recession in output and employment. Thus,

Christiano and Gust concluded that the 1970s might well reflect the failure to implement the Taylor principle, but

only if the analysis is done in a model different from the CGG model.
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The general set of solutions to this difference equation can be written as follows:

p̂t ¼ a0l
t
1 þ a1l

t
2;

for arbitrary a0, a1. Here, li, i ¼ 1, 2, are the roots of the following second-order

polynomial:

1þ ½kpgð1þ fÞðrp � 1Þ � ðkpacrp þ bþ 1Þ	lþ ðkpacrp þ bÞl2 ¼ 0:

Thus, there is a two-dimensional space of solutions to the equilibrium conditions (i.e., one

for each possible value of a0 and a1). We continue to apply our presumption that among

these solutions, only the ones in which the variables converge to zero (i.e., to steady state)

correspond to equilibria. Thus, uniqueness of equilibrium requires that both l1 and l2 be
larger than unity in absolute value. In this case, the unique equilibrium is the solution asso-

ciated with a0 ¼ a1 ¼ 0. If one or both of li, i ¼ 1, 2 are less than unity in absolute value,

then there are many solutions to the equilibrium conditions that are equilibria. We can

think of these equilibria as corresponding to different, self-fulfilling, expectations.

The following result can be established for the classic New Keynesian model, with

g ¼ 1 and c ¼ 0. The model economy has a unique equilibrium if, and only if rp > 1

(see, e.g., Bullard & Mitra, 2002). This is consistent with the intuition about the Taylor

principle discussed above.

We now reexamine the case for the Taylor principle when there is a working capi-

tal channel. The reason the Taylor principle works in the classic New Keynesian model

is that a rise in the interest rate leads to a fall in inflation by curtailing aggregate spend-

ing. But, with a working capital channel, c > 0, an increase in the interest rate has a

second effect. By raising marginal cost (see Eq. 41), a rise in the interest rate places

upward pressure on inflation. If the working capital channel is strong enough, then

monetary policy with rp > 1 may “add fuel to the fire” when inflation expectations

rise. The sharp rise in the nominal rate of interest in response to a rise in inflation

expectations may actually cause the inflation that people expected. In this way the

Taylor principle could actually be destabilizing. Of course, for this to be true requires

that the working capital channel be strong enough. For a small enough working capital

channel (i.e., small c) implementing the Taylor principle would still have the effect of

inoculating the economy from destabilizing fluctuations in inflation expectations.

Whether the presence of the working capital channel overturns the wisdom of

implementing the Taylor principle is a numerical question. We must assign values to

the model parameters and investigate whether one or both of l1 and l2 are less than

unity in absolute value. If this is the case, then implementing the Taylor principle does

not stabilize inflation expectations. Throughout, we set:

b ¼ 0:99; xp ¼ 0:75; rp ¼ 1:5:
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The discount rate is 4%, at an annual rate and the value of xp implies an average time

between price reoptimization of one year. In addition, monetary policy is characterized

by a strong commitment to the Taylor principle. We consider two values for the inter-

est rate response to the output gap, rx ¼ 0 and rx ¼ 0.1. For robustness, we also con-

sider a version of Eq. (43) in which the monetary authority reacts to current inflation.

We do not have a strong prior about the parameter, f, that controls the disutility of
labor (see Section 2.3), so we consider two values, f ¼ 1 and f ¼ 0.1. To have a sense

of the appropriate value of g, we follow Basu (1995). He argued, using manufacturing

data, that the share of materials in gross output is roughly 1/2. Recall that the steady

state of our model coincides with the solution to Eq. (28), so that

i

c þ i
¼ 1� g:

Thus, Basu’s empirical finding suggests a value for g close to 1/2.16 The instrumental

variables results in Ravenna and Walsh (2006) suggest that a value of the working cap-

ital share, c, in a neighborhood of unity is consistent with the data.

Figure 1 displays our results. The upper row of figures provides results for the case

in Eq. (43), in which the policy authority reacts to the one-quarter-ahead expectation

of inflation, Etp̂tþ1. The lower row of figures corresponds to the case where the policy-

maker responds instead to current inflation, p̂t. The horizontal and vertical axes indi-

cate a range of values for g and c, respectively. The gray areas correspond to the

parameter values where one or both of li, i ¼ 1, 2 are less than unity in absolute value.

Technically, the steady-state equilibrium of the economy is said to be “indeterminate”

for parameterizations in the gray area. Intuitively, the gray area corresponds to parame-

terizations of our economy in which the Taylor principle does not stabilize inflation

expectations. The white areas in the figures correspond to parameterizations where

implementing the Taylor principle successfully stabilizes the economy.

Consider the 1,1 and 1,2 graphs in Figure 1 first. Note that in each case, c ¼ 0 and

g ¼ 1 are points in the white area, consistent with the earlier discussion. However, a

very small increase in the value of c puts the model into the gray area. Moreover, this

is true regardless of the value of g. For these parameterizations the aggressive response

of the interest rate to higher inflation expectations only produces the higher inflation

that people anticipate. We can see in the 1,3 and 1,4 graphs of the first row, that rx
> 0 greatly reduces the extent of the gray area. Still, for g ¼ 0.5 and c near unity

the model is in the gray area and implementing the Taylor principle would be

counterproductive.
16 Actually, this is a conservative estimate of g . Had we not selected n to extinguish monopoly power in the steady

state, our estimate of g would have been lower. See Basu (1995) for more discussion of this point.
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Figure 1 Indeterminacy regions for model with working capital channel and materials inputs. Note:
Gray area is region of indeterminacy and white area is region of determinacy.
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Now consider the bottom row of graphs. Note that if g¼ 1 then the model is always

in the determinacy region. That is, for the economy to be vulnerable to self-fulfilling

expectations, it must not only be that there is a substantial working capital channel, but

it must also be that materials are a substantial fraction of gross output. The 2,2 graph

shows that with g¼ 0.5, f¼ 0.1 and c above roughly 0.6, the model is in the gray area.

When f is substantially higher, the first graph from the left indicates that the gray area is

smaller. Note that with rx > 0, the gray area has almost shrunk to zero, according to the

two last graphs.

We conclude from this analysis that in the presence of a working capital channel,

sharply raising the interest rate in response to higher inflation could actually be counter-

productive. This is more likely to be the case when the share of materials inputs in gross

output is high. When this is so, one cannot rely exclusively on the Taylor principle to

ensure stable inflation and output performance. In the example, responding strongly to

the output gap (or, actual rather than expected inflation) could restore stability. However,
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in practice the output gap is hard to measure.17 At best, the policy authority can respond

to variables that are correlated with the output gap. Studying the implications for deter-

minacy of responding to such variables would be an interesting project, but would take

us beyond the scope of this chapter. Still, the discussion illustrates how DSGE models

can be useful for thinking about important monetary policy questions.

3.2 Monetary policy and inefficient booms
In recent years, there has been extensive discussion about the interaction of monetary

policy and economic volatility, in particular, asset price volatility. Prior to the recent

financial turmoil, a consensus had developed that monetary policy should not actively

seek to stabilize asset prices. The view was that in any case, a serious commitment to

inflation targeting — one that implements the Taylor principle — would stabilize asset

markets automatically.18 The idea is that an asset price boom is basically a demand

boom, the presumption being that the boom is driven by optimism about the future,

and not primarily by current actual developments. A boom that is driven by demand

should, according to the conventional wisdom, raise production costs and, hence, infla-

tion. The monetary authority that reacts vigorously to inflation then automatically

raises interest rates and helps to stabilize asset prices.

When this scenario is evaluated in the classic New Keynesian model, we find that

the boom is not necessarily associated with a rise in prices. In fact, if the optimism

about the future concerns the expectations about cost saving new technologies, for-

ward-looking price-setters may actually reduce their prices. This is the finding of

Christiano, Ilut, Motto, and Rostagno (2008, 2010), which we briefly summarize here.

To capture the notion of optimism about the future, suppose that the time series

representation of the log-level of technology is as follows:

log zt ¼ rz log zt�1 þ ut; ut ¼ et þ xt�1; ð46Þ
so that the steady state of zt is unity. In Eq. (46), ut is an iid shock, uncorrelated with

past log zt. The innovation in technology growth, ut, is the sum of two orthogonal

processes, et and xt�1. The time subscript on these two variables represents the date

when they are known to private agents. Thus, at time t � 1 agents become aware of

a component of ut, namely xt�1. At time t they learn the rest, et. For example, the ini-

tial “news” about ut, xt�1, could in principle be entirely false, as would be the case

when et ¼ �xt�1.

Substituting Eq. (46) into Eq. (40):

R̂
�
t ¼ Et log ztþ1 � log zt½ 	 ¼ ðrz � 1Þ log zt þ xt; ð47Þ
17 For further discussion of this point, see Sections 3.3 and 3.4.
18 See Bernanke and Gertler (2000).
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where g ¼ 1 since we now consider the classic New Keynesian model.19 Our system of

equilibrium conditions is Eq. (47) with Eqs. (41), (42) and (43). We set c ¼ 0 (i.e., no

working capital channel) and rx ¼ 0. We adopt the following parameter values:

b ¼ 0:99;f ¼ 1; rx ¼ 0; rp ¼ 1:5;rz ¼ 0:9; xp ¼ 0:75:

We perform a simulation in which news arrives in period t that technology will jump

one percent in period t þ 1, i.e., xt ¼ 0.01. The value of et is set to zero. We find that

hours worked in period t increases by 1%. This rise is entirely inefficient because in the

first-best equilibrium hours it does not respond at all to a technology shock, whether it

occurs in the present or it is expected to occur in the future (see Eq. 28). Interestingly,

inflation falls in period t by 10 basis points, at an annual rate.20 Current marginal cost

does rise (see Eq. 34), but current inflation nevertheless falls because of the fall in

expected future marginal costs.

The efficient monetary policy sets R̂t ¼ R̂
�
t which, according to Eq. (47), means the

interest rate should rise when a positive signal about the economy occurs. A policy that

applies the Taylor principle in this example moves policy in exactly the wrong direc-

tion in response to xt. By responding to the fall in inflation, policy not only does not

raise the interest rate — as it should — but it actually reduces the interest rate in

response to the fall in inflation. By reducing the interest rate in the period of a positive

signal about the future, policy overstimulates the economy creating excessive volatility.

So, the classic New Keynesian model can be used to challenge the conventional

wisdom that an inflation-fighting central bank automatically moderates economic vol-

atility. But, is this just an abstract example without any relevance? In fact, the typical

boom-bust episode is characterized by low or falling inflation (see Adalid & Detken,

2007). For example, during the U.S. booms of the 1920s and the 1980s and 1990s,

inflation was low. This fact turns the conventional wisdom on its head and leads to a

conclusion that matches our numerical example: an inflation-fighting central bank

amplifies boom-bust episodes.

A full evaluation of the ideas in this subsection requires a more elaborate model,

preferably one with financial variables such as the stock market. In this way, one could

assess the impact on a broader set of variables in boom-bust episodes. In addition, one

could evaluate what other variables the monetary authority might look at to avoid con-

tributing to the type of volatility described in this example. We presume that it is not

helpful to simply say that the monetary authority should set R̂t ¼ R̂
�
t , because in prac-

tice this may require more information than is actually available. A more fruitful
19 To see why we replaced m̂z;tþ1 in Eq. (40) by log ztþ1 � log zt, note first m̂z;t ¼ mz;t�mz
mz

¼ mz;t � 1; because in

steady state mz � zt/zt�1 ¼ 1/1 ¼ 1. Then, 1þ m̂z;t ¼ mz;t : Take the log of both sides and note, log mz,t ¼
log (1 þ m̂z;t) ’ m̂z;t . But, log mz,t ¼ log zt � log zt�1.

20 Because inflation is zero in steady state, p̂t ¼ pt � 1. This was converted to annualized basis points by

multiplying by 40,000.
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approach may be to find variables that are correlated with R̂
�
t , so that these may be

included in the monetary policy rule. For further discussion of these issues, see Chris-

tiano et al. (2008).

3.3 Using unemployment to estimate the output gap
Here, we investigate the use of DSGE models to estimate the output gap as a latent

variable. We explore the usefulness of including data on the rate of unemployment

in this exercise. Section 3.3.1 describes a scalar statistic for characterizing the informa-

tion content of the unemployment rate for the output gap, and Section 3.3.2 describes

the model used in the analysis. As in the previous subsection, we work with a version

of the classic New Keynesian model. In particular, we assume intermediate good pro-

ducers do not use materials inputs or working capital.21 We introduce unemployment

into the model following the approach in CTW.

Section 3.3.3 describes how we use data to assign values to the model parameters.

This section may be of independent interest because it shows how a moment-matching

procedure like the one proposed in Christiano and Eichenbaum (1992a) can be recast

in Bayesian terms. Section 3.3.4 presents our substantive results. Based on our simple esti-

mated model with unemployment, we find that including unemployment has a substan-

tial impact on our estimate of the output gap for the U.S. economy. We summarize our

findings at the end of Section 3.3.4 where we also indicate several caveats to the analysis.

3.3.1 A measure of the information content of unemployment
As a benchmark, we compute the projection of the output gap on present, future, and

past observations on output growth:

xt ¼
X1
j¼�1

hjDyt�j þ eyt ; ð48Þ

where hj is a scalar for each j and eyt is uncorrelated with Dyt�s for all s.
22 The projection

that also involves unemployment can be expressed as follows:

xt ¼
X1
j¼�1

hjDyt�j þ
X1
j¼�1

huj ut�j þ ey;ut :

Here, huj is a scalar for each j and ey;ut is uncorrelated with Dyt�s, ut�s for all s. We define

the information content of unemployment for the output gap by the ratio,
21 That is, we set g ¼ 1 and c ¼ 0.
22 In practice only a finite amount of data is available. As a result, the projection involves a finite number of lags where

the number of lags varies with t. The Kalman smoother solves the projection problem in this case.
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r two-sided � Eðey;ut Þ2
Eðeyt Þ2

:

The lower the ratio, the greater the information in unemployment for the gap. We also

compute the analogous variance ratio, rone-sided, corresponding to the one-sided projec-

tion involving only current and past observations on the explanatory variables.23 The

one-sided projection is the one that is relevant to assess the information content of

unemployment for policymakers working in real time. Our measure of information

does not incorporate sampling uncertainty in parameters. The variances used to con-

struct rtwo-sided and rone-sided assume the parameters are known with certainty and that

the only uncertainty stems from the fact that the gap cannot be constructed using the

data available to the econometrician.

3.3.2 The CTW model of unemployment
We convert the usual three equation log-linear representation of the New Keynesian

model into a model of unemployment by adding one equation. This reduced-form

log-linear system is derived from explicit microeconomic foundations in CTW. That

paper also shows how our model of unemployment can be integrated into a

medium-sized DSGE model such as the one in Section 4.

In the CTW model, finding a job requires exerting effort. Because effort only

increases the probability of finding a job, not everyone who looks for a job actually

finds one. The unemployed are people who look for a job without success. The unem-

ployment rate is the number unemployed, expressed as fraction of the labor force. As in

the official definition, the labor force is the number of people employed plus the num-

ber unemployed.

Since effort is unobserved and privately costly, perfect insurance against idiosyn-

cratic labor market outcomes is not possible. As a result, the unemployed are worse

off than the employed. In this way, the model captures a key reason that policymakers

care about unemployment: a rise in unemployment imposes a direct welfare cost on the

families involved. In this respect, our model differs from other work that integrates

unemployment into monetary DSGE models.24 In those models, individuals have per-

fect insurance against labor market outcomes.

We now describe the shocks and the linearized equilibrium conditions of the

model. In previous sections of this chapter, the efficient level of hours worked is
23 In the analysis below, we compute the projections in two ways. When we apply the filter to the data to extract a time

series of xt, we use the Kalman smoother. To compute the weights in the infinite projection problem, we use

standard spectral methods described in, for example, Sargent (1979, Chapter 11). The spectral weights can also be

computed by numerical differentiation of the output of the Kalman smoother with respect to the input data. We

verified that the two methods produce the same results as long as the number of observations is large and t lies in the

middle of the data set.
24 For a long list of references, see CTW.
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constant, and so the output gap can be expressed simply as the deviation of the number

of people working from that constant (see Eq. 33). In this section, the efficient number

of people working is stochastic. We denote the deviation of this number from steady

state by h�t . We continue to assume that the steady state of our economy is efficient,

so that Ĥt and h�t represent percent deviations from the same steady state values. The

output gap is now:

xt ¼ Ĥt � h�t :

The object, h�t , is driven by disturbances to the disutility of work, as well as by distur-

bances to the technology that converts household effort into a probability of finding a

job. These various disturbances to the efficient level of employment cannot be disen-

tangled using the data we assume are available to the econometrician. We refer to h�t
as a labor supply shock. We hope that this label does not generate confusion. In our

context this shock summarizes a broader set of disturbances than simply the one that

shifts the disutility of labor. We adopt the following time series representation for

the labor supply shock:

h�t ¼ lh�t�1 þ eh
�
t ; ð49Þ

where eh
�
t is a zero mean, iid process uncorrelated with h�t�s, s > 0 and E eh

�
t

� �2 ¼ s2h� .
In the version of the CTW model studied here, h�t is orthogonal to all the other shocks.

We assume the technology shock is a logarithmic random walk:

D log zt ¼ ezt ; ð50Þ
where D denotes the first difference operator. The object, ezt , is a mean-zero, iid distur-

bance that is not correlated with log zt�s, s > 0. We denote its variance by

E ezt
� �2 ¼ s2z. The empirical rationale for the random walk assumption is discussed in

Section 4.1.25

According to CTW, the interest rate in the first-best equilibrium is given by:

R̂
�
t ¼ Et D log ztþ1 þ h�tþ1 � h�t

� 	
: ð51Þ

Log consumption in the first best equilibrium is (apart from a constant term) the sum of

log zt and h�t . So, according to Eq. (51), R̂
�
t corresponds to the anticipated growth rate

of (log) consumption. This reflects the CTW assumption that utility is additively
25 Another way to assess the empirical basis for the random walk assumption exploits the simple model’s implication

that the technology shock can be measured using labor productivity. One measure of labor productivity is given by

the ratio of real US GDP to a measure of total hours. The first-order autocorrelation of the quarterly logarithmic

growth rate of this variable for the period, 1951Q1 to 2008Q4 is �0.02. The same first-order autocorrelation is 0.02

when calculated using output per hour for the nonfarm business sector. These results are consistent with our random

walk assumption.
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separable and logarithmic in consumption. We also suppose there is a disturbance, mt,
that enters the Phillips curve as follows:

p̂t ¼ kpxt þ bEtp̂tþ1 þ mt; ð52Þ
where kp > 0. Here, kp denotes the slope of the Phillips curve in terms of the output

gap. This is not to be confused with kp in Eqs. (41) and (35), which is the slope of the

Phillips curve in terms of marginal cost. Our representation of the Phillips curve shock

is given by

mt ¼ wmt�1 þ emt ; ð53Þ
where E emtð Þ2 ¼ s2m. The intertemporal equation, Eq. (42), is unchanged from before.

Finally, we suppose that there is an iid disturbance, Mt, that enters the monetary policy

rule in the following way:

R̂t ¼ rRR̂t�1 þ ð1� rRÞ½rpEtp̂tþ1 þ rxxt	 þMt; ð54Þ
where E eMt

� �2 ¼ s2M . The four exogenous shocks in the model are orthogonal to each

other at all leads and lags.

Let the unemployment gap, u
g
t , denote the deviation between actual unemploy-

ment and efficient unemployment, when both are expressed in percent deviation from

their (common) nonstochastic steady state. The CTW model implies:

ugt ¼ �kgxt; kg > 0; ð55Þ
where kg is a function of underlying structural parameters. The previous expression

resembles “Okun’s law.” If actual unemployment is one percentage point higher than

its efficient level, then output is 1/kg percent below its efficient level. Discussions of

Okun’s law often suppose that 1/kg lies in a range of 2 to 3 (see, e.g., Abel & Ber-

nanke, 2005). The unemployment rate in the efficient equilibrium, u�t , has the follow-
ing representation:

u�t ¼ �oh�t ;o > 0:

In the CTW model, the factors that increase labor supply also increase the intensity of

job finding effort, and this is the reason unemployment in the efficient equilibrium

falls. The harder people look for a job, the sooner they find what they are looking

for. According to the previous two equations, the actual unemployment rate, ut, satis-

fies the following equation:

ut ¼ � kgxt þ oh�t
� 	

: ð56Þ
Absent the presence of the labor supply shock, the efficient level of unemployment would

be constant and the actual unemployment rate would represent a direct observation on

the output gap.



315DSGE Models for Monetary Policy Analysis

Author's personal copy
In sum, the log-linearized equations of the CTW model consist of the usual three

equations of the standard New Keynesian model, Eqs. (42), (52), and (54), plus an

equation that characterizes unemployment, Eq. (56). In addition, there are the equa-

tions that characterize the laws of motion of the exogenous shocks and of the efficient

rate of interest.

3.3.3 Limited information Bayesian inference
To investigate the quantitative implications of the model, we must assign values to its

parameters. We set values of the economic parameters of the model,

kp;o;kg; rp; rx; rR; b;

as indicated in Table 1a. Let y denote the 6 
 1 column vector consisting of the para-

meters governing the stochastic processes:

y ¼ ðl; w;sz; sh� ;sM ;smÞ
0
: ð57Þ

We use data on output growth and unemployment to select values for the elements of

y.26 We do this using a version of the limited information Bayesian procedure

described in Kim (2002) and in Section 5.2.27 Let g denote the 11 
 1 column vector

composed of the jth order autocovariance matrix of output growth and unemployment,

for j ¼ 0, 1, 2. Let ĝ denote the corresponding sample estimate based on T ¼ 232 quar-

terly observations, 1951Q1–2008Q4. Hansen’s (1982) generalized method of moments

analysis (GMM) establishes that for sufficiently large T, ĝ is a realization from a Normal

distribution with mean equal to the true value of the second moments, g0, and vari-

ance, V/T. The results also hold when V is replaced by a consistent sample estimate,

V̂ .28 Our model provides a mapping from y to g, which we denote by g(y). Hansen’s
26 The seasonally adjusted unemployment rate for people 16 years and older was obtained from the Bureau of Labor

Statistics and has mnemonic LNS14000000. We use standard real per capita GDP data, as described in Section A of

the technical appendix found at http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/

technical_appendix.pdf.
27 The procedure is the Bayesian analog of the moment matching estimation procedure described in Christiano and

Eichenbaum (1992a).
28 We compute V̂ as follows. Let y0 denote the true, but unknown, values of the model parameters. Let h(g, wt) denote

the 11
 1GMMerror vector having the property,Eh(g0,wt)¼ 0, wherewt¼ (Dyt ut)0. Let gT(g)� (1/T)
P

th(g,wt) and

define ĝ by gT(ĝ) ¼ 0. Then,
ffiffiffiffi
T

p ðĝ� g0Þ converges in distribution as T!1 to N(0, V). Here, V ¼ (D0)�1 SD�1,

where S denotes the spectral density at frequency zero of h(g0, wt), and D
0 ¼ limT!1 @gT(g)/@g0, where

the derivative is evaluated at g¼ ĝ (for a discussion of these convergence results of GMM see, e.g., Hamilton 1994). Our

estimator of V is given by V̂ ¼ (D̂0)�1 ŜD̂�1. We estimate Ŝ by Ĝ0 þ ð1� 1=3Þ Ĝ1 þ Ĝ
0
1

� �
þ ð1� 2=3Þ Ĝ2 þ Ĝ

0
2

� �
,

where Ĝj ¼ [
P

t h(ĝ, wt) h(ĝ, wt�j)
0]/(T � j), j ¼ 0, 1, 2. Also, D̂ is D with unknown true parameters replaced by

consistent estimates. An alternative version of our limited information Bayesian strategy, which we did not explore,

works withV(y), which is theVmatrix constructed with theD and Smatrices implied by the model when its parameter

values are set to y.

http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf
http://www.faculty.econ.northwestern.edu/faculty/christiano/research/Handbook/technical_appendix.pdf


Table 1a Non-estimated Parameters in Simple Model
Parameter Value Description

b 0.99 Discount factor

rp 1.5 Taylor rule: inflation coefficient

rx 0.2 Taylor rule: output gap coefficient

rR 0.8 Taylor rule: interest rate smoothing coefficient

kp 0.11 Slope of Phillips curve

kg 0.4 Okun’s law coefficient

o 1.0 Elasticity of efficient unemployment, u*, w.r.t. efficient hours, h*
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result suggests that, for sufficiently large T, the likelihood of ĝ conditional on y and V̂

is given by the following multivariate Normal distribution:29

p ĝjy; V̂
T

� �
¼ 1

ð2pÞ6=2
V̂

T





 



�
1
2

exp �T

2
ðĝ� gðyÞÞ0V̂�1ðĝ� gðyÞÞ

� �
: ð58Þ

Given a set of priors for y, p(y), the posterior distribution of y conditional on ĝ and V̂

is, for sufficiently large T,

p yjĝ; V̂
T

� �
¼

p ĝjy; V̂
T

� �
pðyÞ

p ĝ; V̂
T

� � :
29 We performed a small Monte Carlo experiment to investigate whether Hansen’s asymptotic results are likely to be a

good approximation with a sample size, T ¼ 232. The results of the experiment make us cautiously optimistic. Our

Monte Carlo study used the classic New Keynesian model without unemployment (i.e., Eqs. (42), (50), and (51)

with h�t � 0, and Eqs. (52)–(54). With one exception, we set the relevant economic parameters as in Table 1a. The

exception is rR, which we set to zero. In addition, the parameters in y were set as in the posterior mode for the

partial information procedure in Table 1b. With this parameterization, the model implies (after rounding) sy ¼
0.021, r1 ¼ r2 ¼ �0.039. Here, sy � E(Dyt)

2]1/2, ri � E(DytDyt�i)/s2y , i ¼ 1, 2. We then simulated 10,000 data

sets, each with T ¼ 232 artificial observations on output growth, Dyt. The mean, across simulated samples, of

estimates of sy, r1, r2, is, respectively, 0.021, �0.039, and �0.033. Thus, the results are consistent with the notion

that our second moment estimator is essentially unbiased. To investigate the accuracy of Hansen’s Normality result,

we examined the coverage of 80% confidence intervals computed in the usual way (i.e., the point estimate �1.28

times the corresponding sample standard deviation computed in exactly the way specified in the previous footnote).

In the case of sy, r1, r2 the 80% confidence interval excluded the true values of the parameters 22.35, 21.87, and

21.39% of the time, respectively. We found these to be reasonably close to the 20% numbers suggested by the

asymptotic theory. Related to this, we found little bias in our estimator of the sample standard deviation estimator. In

particular, the actual standard deviation of the estimator of sy, r1, and r2 across the 10,000 samples is 0.00098, 0.064,

and 0.065. The mean of the corresponding sample estimates is 0.00095, 0.062, and 0.064, respectively. Evidently, the

estimator of the sampling standard deviation is roughly unbiased.
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The marginal density, p(ĝ; V̂/T), as well as the marginal posterior distribution of indi-

vidual elements of y can be computed using a standard random walk metropolis algo-

rithm or by using the Laplace approximation.30 In the present application, we use the

Laplace approximation. Our moment-matching Bayesian approach has several attrac-

tive features. First, it has the advantage of transparency because it focuses on a small

number of features of the data. Second, it does not require the assumption that the

underlying data are realizations from a Normal distribution, as is the case in conven-

tional Bayesian analyses.31 The Normality in Eq. (58) depends on the validity of the

central limit theorem, not on Normality of the underlying data. Third, the method

has the advantage of computational speed. The matrix inversion and log determinant

in Eq. (58) needs to be computed only once. In addition, evaluating a quadratic form

like the one in Eq. (58) is computationally very efficient. These computational

advantages are likely to be important when searching for the mode of the posterior dis-

tribution. Moreover, the advantages may be overwhelmingly important when comput-

ing the whole posterior distribution using a standard random walk Metropolis

algorithm. In this case, Eq. (58) must be evaluated on the order of hundreds of

thousands of times.

Because our econometric method may be of independent interest, we compare the

results obtained using it with results based on a conventional full information Bayesian

approach. In particular, let Y denote the data on unemployment and output growth

used to compute ĝ for our limited information Bayesian procedure. In this case, the

posterior distribution of y given Y is

pðyjYÞ ¼ pðY jyÞpðyÞ
pðYÞ ;

where p(Yjy) is the Normal likelihood function and p(Y) is the marginal density of the

data. The priors, p(y), used in the two econometric procedures are the same and they

are listed in Table 1b.

Table 1b reports posterior modes and posterior standard deviations for the para-

meters, y. Note how similar the results are between the full and limited information

methods. The one difference has to do with l, the autoregressive parameter for the

labor supply shock. The posterior mode for this parameter is somewhat sensitive

to which econometric method is used. The standard deviation of the posterior

mode of l is more sensitive to the method used. In all but one case, there appears

to be substantial information in the data about the parameters, as measured by the

reduction in standard deviation from prior to posterior. The exception is l. Under
30 For additional discussion of the Laplace approximation, see Section 5.4.
31 Failure of Normality in aggregate macroeconomic data is discussed in Christiano (2007).



Table 1b Priors and Posteriors for Parameters of Simple Model
Prior Posterior mode

Distribution Mean, std. dev.
[Std. dev.a]

Parameter [bounds] [5% and 95%] Limited infob Full infoc

Exogenous processes parameters

Autocorrelation, labor supply shock l Beta 0.75, 0.15 0.71 0.83

[0, 1] [0.47, 0.95] [0.16] [0.08]

Autocorrelation, Phillips curve shock w Beta 0.75, 0.15 0.92 0.93

[0, 1] [0.47, 0.95] [0.01] [0.02]

Std. dev., technology shock (%) sz Inv. gamma 0.50, 0.40 0.62 0.63

[0, 1] [0.18, 1.04] [0.04] [0.04]

Std. dev., labor supply shock (%) sh� Inv. gamma 0.50, 0.40 0.24 0.19

[0, 1] [0.18, 1.04] [0.06] [0.03]

Std. dev., monetary policy shock (%) sM Inv. gamma 0.50, 0.40 0.13 0.11

[0, 1] [0.18, 1.04] [0.01] [0.01]

Std. dev., Phillips curve shock (%) sm Inv. gamma 0.50, 0.40 0.24 0.25

[0, 1] [0.18, 1.04] [0.03] [0.03]

aBased on Laplace approximation.
bLimited info refers to our Bayesian moment–matching procedure.
cFull info refers to standard full information Bayesian inference based on the full likelihood of the data.

Author's personal copy



319DSGE Models for Monetary Policy Analysis

Author's personal copy
the limited information procedure, there is little information in the data about this

parameter.

We analyze the properties of the model at the mode of the posteriors of y. Because
the Table 1b results are so similar between limited and full information methods, the

corresponding model properties are also essentially the same. As a result, we only

report properties based on the posterior mode implied by the limited information

procedure.

Table 1c reports ĝ, the empirical second moments underlying the limited informa-

tion estimator, as well as the corresponding second moments implied by the model.

The empirical and model moments are reasonably close. The variance decomposition

implied by the model is reported in Table 1d. Most of the variance in output is due

to technology shocks and to the disturbance in the Phillips curve. Note that technology

shocks have no impact on any of the other variables. This reflects that with our policy

rule, the economy’s response to a random walk technology shock is efficient and

involves no response in the interest rate, inflation, or any labor market variable.

The economics of this result is discussed in Section 3.4. In the case of unemployment,

the disturbance to the Phillips curve is the principle source of fluctuations. Labor supply

shocks turn out to be relatively unimportant as a source of fluctuations. The implications

of the latter finding for our results are discussed in the next section.

3.3.4 Estimating the output gap using the CTW model
The implications of our model for the information in the unemployment rate for the

output gap is displayed in Table 1e. The row called “posterior mode” reports

r two�sided ¼ 0:11 and rone�sided ¼ 0:09:
Table 1c Properties of Simple Model (at Limited Information Posterior Mode) and Dataa

Covariances (
 100) Model Data Covariances (
 100) Model Data

Cov. (Dyt, Dyt) 0.0099 0.0090 Cov. (Dyt, Dyt�2) 0.0010 0.0017

Cov. (ut, ut) 0.0190 0.0220 Cov. (Dyt, ut�2) 0.0021 0.0033

Cov. (Dyt, ut) �0.0013 �0.0002 Cov. (ut, Dyt�2) �0.0025 �0.0038

Cov. (ut, ut�2) 0.0174 0.0201

Cov. (Dyt, Dyt�1) 0.0021 0.0030

Cov. (Dyt, ut�1) 0.0012 0.0022

Cov. (ut, Dyt�1) �0.0021 �0.0023

Cov. (ut, ut�1) 0.0184 0.0215

aSample: 1951Q1 to 2008Q4. Data series: Dy — real per capita GDP growth, u — unemployment rate.



Table 1e Information About Output Gap in Unemployment Rate, u, Simple Model
Two-sided projection One-sided projection

Projection error (%) Projection error (%)

standard deviation
100 standarddeviation
100

Parameter
u
Observed

u
Unobserved rtwo-sided

u
Observed

u
Unobserved rone-sided

Posterior mode 0.74 2.26 0.11 0.79 2.66 0.09

Alternative parameter values

l ¼ 0.99999,

100sh� ¼ 0.0015

0.68 2.24 0.09 0.68 2.64 0.07

o ¼ 0.001 0.00081 2.26 0.00 0.00084 2.65 0.00

100 sh� ¼ 0.001 0.0036 2.24 0.00 0.0036 2.64 0.00

100 sh� ¼ 1 1.80 2.53 0.51 2.12 2.84 0.56

Note: (i) rtwo-sided is the ratio of the two-sided projection error variance when u is observed to what it is when it is not
observed. rone-sided is the analogous object for the case of one-sided projections. For details, see the text. (ii) The
posterior mode of the parameters are based on our limited information Bayesian procedure.

Table 1d Variance Decomposition of Simple Model (at Limited Information Posterior Mode, in %)
Output growth Unemployment rate Nom. interest rate Inflation rate Output gap

Technology Shocks

38.7 0 0 0 0

Monetary Policy Shocks

17.7 1.8 0.7 0.5 1.9

Labor Supply Shocks

0.7 3.9 0.1 0 0.3

Phillips Curve Shocks

42.9 94.3 99.2 99.5 97.8
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Thus, in the case of the two-sided projection, the variance of the projection error in

the output gap is reduced by 89% when the unemployment rate is included in the data

used to estimate the output gap. The 95% confidence interval for the percent output

gap is the point estimate plus and minus 4.4% when the estimate is based only on
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Figure 2 Actual versus smoothed output gap, artificial data.
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the output growth data. That interval shrinks by over 60%, to �1.5% with the intro-

duction of unemployment.32 Figure 2 displays observations 475 to 525 in a simulation

of 1000 observations from our model. The figure shows the actual gap as well as esti-

mates-based information sets that include only output growth and output growth plus

unemployment. In addition, we display 95% confidence tunnels corresponding to

the two information sets.33 Note how much wider the tunnel is for estimates based

on output growth alone.

Our optimal linear estimator of the output gap based on output growth alone (see

Eq. 48) is directly comparable to the HP filter as an estimator of the gap.34 The latter is

also based on output data alone. The information in Figure 3 allows us to compare

these two filters. Panel a shows the filter weights as they apply to the level of output,
32 These observations are based on the following calculations: 1.5 ¼ 0.0074 
 1.96 
 100 and 4.4 ¼ 0.0226 
 1.96 

100 using the information in Table 1e. Here, 1.96 is the 2.5% critical value for the standard Normal distribution.

33 The confidence tunnels are constructed by adding and subtracting 1.96 times the standard deviation of the projection

error standard deviation implied by the Kalman smoother to the smoothed estimates of the gap. The assumption of

Normality implicit in multiplying by 1.96 is justified here because the disturbances in the underlying simulation are

drawn from a Normal distribution.
34 We set the smoothing parameter in the HP filter to 1600.
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Figure 3 HP Filter and optimal univariate filter for estimating output gap. Note: Stars in panel b
indicate business cycle frequencies corresponding to 2 and 8 years.
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yt.
35 Note how similar the pattern of weights is, although they are not identical. The

filter weights for the HP filter are known to be exactly symmetric. This is not a prop-

erty of the optimal weights. However, panel a in Figure 3 shows that the optimal filter

weights are very nearly symmetric. So, while the phase angle of the HP filter is exactly

zero, the phase angle of the optimal filter implied by our model is nearly zero. Panel b

in Figure 3 compares the gain of the two filters over a subset of frequencies that

includes the business cycle frequencies, whose boundaries are indicated in the figure

by stars. Evidently, both are approximately high pass filters. However, the optimal filter
35 We computed the filter weights for the HP filter as well as for Eq. (48) by expressing the filters in the frequency

domain and applying the inverse Fourier transform. In the case of Eq. (48), we compute the ehj’s in
xt ¼

P1
j¼�1hjDyt�j þ eyt ¼

P1
j¼�1ehjyt�j þ eyt :We use the result in King and Rebelo (1993) to express the HP filter

in the frequency domain.
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lets through lower frequency components of the output data and also slightly attenuates

the higher frequencies. Panel c displays the cross correlations of the actual output gap

with the HP and optimal filters, respectively. This was done in a sample of 1000 artifi-

cial observations on output simulated from our model (the optimal filter in a finite sam-

ple of data is obtained using the Kalman smoother). Note that both estimates are

positively correlated with the actual gap. Of course, the gap is more highly correlated

with the optimal estimate of that gap than with the HP filter estimate. Panel d in

Figure 3 displays a subsample of our artificial data. We can see directly how similar

the two filters are. However, note that there is a substantial low frequency component

in the actual gap and this low frequency component is better tracked by the optimal

filter. This is consistent with the result in panel b which indicates that the optimal filter

allows lower frequency components of output to pass through.

Next, we applied the same statistical procedure to the U.S. data that we used to

estimate the output gap in the artificial data. The results are displayed in Figure 4,

which displays HP-filtered, log, real, per capita Gross Domestic Product (GDP), as well

as the two-sided estimate of the output gap when unemployment is and is not included

in the data set used in the projections.36 We have not included confidence tunnels, to
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Figure 4 Output gap in U.S. data.

36 Our calculations for Figure 4 are based on the Kalman smoother.
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avoid further cluttering the diagram. In addition, the gray areas in the bracket denote

the start and end date of recessions, according to the National Bureau of Economic

Research (NBER). Several observations are worth making about the results in Figure 4.

First, the estimated output gap is always relatively low in a neighborhood of NBER

recessions. Second, the gap shows a tendency to begin falling before the onset of the

NBER recession. This is to be expected. The NBER typically dates the start of a reces-

sion by the first quarter in which the economy undergoes two quarters of negative

growth. Given that growth in the U.S. economy is positive on average, the start date

of the NBER recession occurs after economic activity has already been winding down

for at least a few quarters. This also explains why the HP filter estimate of the gap also

typically starts to fall one or two quarters before an NBER recession. Third, consistent

with the results in the previous paragraph, the gap estimates based on the HP filter and

our estimate based on output data alone produce very similar results. Fourth, the inclu-

sion of unemployment in the data used to estimate the output gap has a quantitatively

large impact on the results. The estimated gap is substantially more volatile when

unemployment is used and it is also more volatile than the HP filter gap. That the

incorporation of unemployment has a big impact is perhaps not surprising, given the

posterior mode of our parameters, which implies that labor supply shocks are relatively

unimportant. As a result, the efficient unemployment rate, u�t , is not very volatile and

the actual unemployment rate is a good indicator of the output gap (see Eq. 55).

We gain additional insight into our measures of the gap by examining the implied

estimates of potential output. These are presented in Figure 5, which displays actual

output as well as our measures of potential output based on using just output and using

output and unemployment. Not surprisingly, in view of the results in Figure 4, the

estimate of potential that uses unemployment is the smoother one of the two. Our

results are similar to the results presented by Justiniano and Primiceri (2008), who also

conclude that potential output is smooth.37

Our model is well suited to shed light on the question: Under what circumstances

can we expect unemployment to contain useful information about the output gap? The

general answer is that if the efficient level of unemployment is constant, then the actual

unemployment rate is highly informative, because in this case it represents a direct

observation on the output gap. This is documented in three ways in Table 1e. First,

we consider the case where the total variance in the labor supply shock, h�t , is kept con-
stant, but is reallocated into the very low frequencies. A motivation for this is the
37 Although Sala, Söderström and Trigari (2008) do not specifically display their model’s implications for potential

output, one can infer from their estimate of the output gap that the measure of potential output implicit in their

calculations is also smooth, like the one presented by Justiniano and Primiceri (2008). Except for these two papers,

estimates of potential GDP reported in the literature are often more volatile than what we find. See, for example,

Walsh’s (2005) discussion of Levin, Onatski, Williams, and Williams (2005). See also Kiley (2010) and the sources he

cites.
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Figure 5 Actual output and two measures of potential output, U.S. data.
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finding in Christiano (1988, pp. 266–268) that a low frequency labor supply shock is

required to accommodate the behavior of aggregate hours worked. We set l ¼
0.99999 and adjust s2h� so that the variance of h�t is equal to what is implied by the

model at the posterior mode. In this case, the efficient level of employment is a variable

that evolves slowly over time.38 As a result, the efficient rate of unemployment itself is

slow-moving, so that most of the short-term fluctuations in the actual unemployment

rate correspond to movements in the unemployment gap, u
g
t , and, hence in the output

gap (recall Eq. 55). Consistent with this intuition, Table 1e indicates that the increase

in l causes rtwo-sided and rone-sided to fall to 0.09 and 0.07, respectively. Similarly,

Table 1e also shows that if we reduce the magnitude of o or of the variance of the

labor supply shock itself, then the use of unemployment data essentially removes all

uncertainty about the output gap. Finally, the table also shows what happens when

we increase the importance of the labor supply shock. In particular, we increased the

innovation variance in h�t by a factor of 4, from 0.24% to 1.0%. The result of this

change on the model is that labor supply shocks now account for 10% of the variance

of output growth and 41% of the variance of unemployment. With the efficient level

of unemployment more volatile, we can expect that the value of the unemployment
38 This captures the view that the evolution of h�t represents demographic and other slowly-moving factors.
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rate for estimating the output gap is reduced. Interestingly, according to Table 1e,

unemployment is still very informative for the output gap. Despite the relatively high

volatility in the labor supply shock, the unemployment rate still reduces the variance of

the prediction error for the output gap by about 44–49%.

In sum, the results reported here suggest the possibility that the unemployment rate

might be very useful for estimating the output gap. We find that this is likely to be par-

ticularly true if the efficient level of unemployment evolves slowly over time. In addi-

tion, we found in our estimated model that the HP filter estimate of the gap closely

resembles the estimate of the gap that is optimal conditional on our model. All of these

observations ought to be viewed as suggestive at best. Because part of our objective

here is pedagogic, the observations were made in a very simple setting. It would be

interesting to investigate whether they are also true in more complicated environments

with more shocks, in which more data are available to the econometrician. Section 3.4

shows that the optimal filter for extracting the output gap is very sensitive to the details

of the underlying model. As a consequence, the similarity between the HP filter and

the optimal filter found in this section ought to only be treated as suggestive. A final

assessment of the relationship between the two filters requires additional experience

with a variety of models.

3.4 Using HP-filtered output to estimate the output gap
Section 3.3.4 displayed a model environment with the property that the HP filter is

nearly optimal as a device for estimating the output gap. This section shows that the

accuracy of the HP filter for extracting the output gap is very sensitive to the details

about the underlying model. We demonstrate this point in a simple version of the clas-

sic New Keynesian model (i.e., g ¼ 1, c ¼ 0) in which there is only one shock, the

technology shock. We show that the HP filter may be positively or negatively corre-

lated with the true output gap, depending on the time series properties of the shock.

When the shock triggers strong wealth effects, then output overreacts to the shock, rel-

ative to the efficient equilibrium. In this case, the HP-filtered estimate of the gap is

positively correlated with the true output gap. If the shock triggers only a weak wealth

effect, that correlation is negative.

Our analysis requires a careful review of the economics of the response of employ-

ment and output to a technology shock. This is a topic that is of independent interest

because it has attracted widespread attention, primarily in response to the provocative

paper by Gali (1999).

The linearized equilibrium conditions of the model are given by Eqs. (40)–(43),

with c ¼ 0, g ¼ 1. We consider the following two laws of motion for technology:

D log zt ¼ rzD log zt�1 þ ezt ; “AR ð1Þ in growth rate”

log zt ¼ rz log zt�1 þ ezt ; “AR ð1Þ in levels”:
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These two laws of motion have the same implication for what happens to zt in the

period of a positive realization of ezt . But, they differ sharply in their implications for

the eventual impact of a shock on zt. In the AR(1) in growth rate, a 0.01 shock in

ezt drives up zt by 1%, but creates the expectation that zt will eventually rise by 1/(1

� rz)%. In the AR(1) in levels representation, a jump in zt is associated with the

expectation that zt will be lower in later periods. We adopt the following

parameterization:

b ¼ 0:99; rz ¼ 0:5; rR ¼ 0; rx ¼ 0:2; rp ¼ 1:5;f ¼ 0:2; xp ¼ 0:75:

In the case of the AR(1) in growth rate, a 1% shock up in technology is followed by

additional increases, with technology eventually settling at a level that is permanently

higher by 2% (see panel d in Figure 6). The response of the efficient level of consump-

tion coincides with the response of the technology shock. Households in this economy

experience a big rise in wealth in the moment of the shock. The motive to smooth

consumption intertemporally makes them want to set their consumption to its perma-

nently higher level right away. The rise in the rate of interest in the efficient
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Figure 6 Dynamic response of simple model without capital to a one percent technology shock
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equilibrium is designed to restrain this potential surge in consumption. This is why it is

that in the efficient equilibrium, output (see panel e Figure 6) rises by the same amount

as the technology shock, while employment remains unchanged. Now consider the

actual equilibrium. According to panel c in the figure, the interest rate rule generates

an inefficiently small rise in the rate of interest. As a result, monetary policy fails to fully

reign in the surge in consumption demand triggered by the shock. Employment rises

and so output rises by more than the technology shock. The increase in employment

leads to an increase in costs and, therefore, inflation. The output gap responds posi-

tively to the shock and so potential output (i.e., the efficient level of output) is less vol-

atile than the actual level. We can expect that the output gap estimated by the HP

filter, which estimates potential output smoothing actual output, will at least be posi-

tively correlated with the true output gap.

We simulated a large number of artificial observations using the model and we then

HP-filtered the output data.39 Figure 7A displays actual, potential and HP smoothed
520 530 540 550 560 570 580 590 600 610 620

−0.7

−0.65

−0.6

−0.55

−0.5

−0.45

−0.4

Quarters

520 530 540 550 560 570 580 590 600 610 620

−6

−4

−2

0

2

4

Quarters

P
er

ce
nt

Correlation (HP-filtered output and actual output gap) = 0.45
Std (actual gap) = 0.00629, Std (HP-filtered output) = 0.0227

HP-filtered output
Actual gap

B

A

HP trend
Potential output
Actual output

Figure 7 (A) Potential output, actual output and hp trend based on actual output (simulated data)
(B) HP filter estimate of output gap versus actual gap (simulated data). AR(1) in growth rate
specification.

39 We used the usual smoothing parameter value for quarterly data, 1600.
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output. We can see that the HP filter substantially oversmooths the data. However,

consistent with the presumption implicit in the HP filter, the actual level of output is

(somewhat) more volatile than the corresponding efficient level. Figure 7B displays

the actual gap and the HP-estimated gap. Note that they are positively correlated,

though the HP filtered gap is too volatile.

Now consider the AR(1) in levels specification of technology. The dynamic

response of technology to a 1% disturbance in ezt is displayed in panel d of Figure 8.

The state of technology is high in the period of the shock, compared to its level antici-

pated for later periods. As before, the efficient level of consumption mirrors the time path

of the technology shock. In the efficient equilibrium, agents expect lower future

consumption and so intertemporal smoothing motivates them to cut current consump-

tion relative to its efficient level. The drop in the interest rate in the efficient equilibrium

is designed to resist this relative weakness in consumption (see panel c). Put differently, a

sharp drop in the interest rate is needed to ensure that demand expands by enough to keep

employment unchanged in the face of the technology improvement. In the actual equi-

librium, the monetary policy rule cuts the interest rate less aggressively than in the
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efficient equilibrium. The relatively small drop in the interest rate fails to reverse the

weakness in demand. As a result, the response of output is relatively weak and employ-

ment falls. The fall in employment is associated with a fall in marginal production costs

and this explains why inflation falls in response to the technology shock. Figure 9A

displays the implications of the AR(1) in levels specification of technology for the HP

filter as a way to estimate the output gap. Note how potential output is substantially more

volatile than actual output. As an estimator of potential output, the HP filter goes in pre-

cisely the wrong direction, by smoothing. Figure 9B compares the HP filter estimate of

the output gap with the corresponding actual value. Note how the two are now nega-

tively correlated.

A by-product of the previous discussion is an exploration of the economics of the

response of hours worked to a technology shock in the classic New Keynesian model.

In that model, hours worked rise in response to a technology shock that triggers a big

wealth effect, and falls in response to a technology shock that implies a weak wealth

effect. The principle that the hours worked response is greater when a technology

shock triggers a large wealth effect survives in more complicated New Keynesian

models such as the one discussed in the next section.
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Figure 9 (A) Potential output, actual output and hp trend based on actual output (simulated data)
(B) HP filter estimate of output gap versus actual gap (simulated data). AR(1) in levels specification.
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4. MEDIUM-SIZED DSGE MODEL

A classic question in economics is: Why do prices take so long to respond to a monetary

disturbance and why do real variables react so strongly? Mankiw, writing in the year

2000, maintained that an empirically successful explanation of monetary non-neutrality

has confounded economists at least since David Hume wrote “Of Money” in 1752.

Moreover, at the time that Mankiw was writing, it looked as though the question would

remain unanswered for a considerable time to come. A reason that monetary DSGE

models have been so successful in the past decade is that, with a combination of modest

price and wage stickiness and various “real frictions,” they roughly reproduce the evi-

dence of monetary non-neutrality that had seemed so hard to match. The purpose of

this section and the next two sections is to spell out the basis for this observation in

detail. Inevitably, doing this requires a model that is more complicated than the various

versions of the simple model studied in the previous sections. In describing the model in

this section, we explain the rationale for each departure from the simple model.

The model developed here is a version of the one in CEE. We describe the

objectives and constraints of the agents in the model, and leave the derivation of

the equilibrium conditions to the technical appendix. This model includes monetary

policy shocks, so that it can be used to address the monetary non-neutrality question.

In addition, the model includes two technology shocks. As a further check on the

model, we follow ACEL in also evaluating the model’s ability to match the estimated

dynamic response of economic variables to the two technology shocks.

4.1 Goods production
An aggregate homogeneous good is produced using the technology, (Eq. 5). The first-

order condition of the representative, competitive producer of the homogeneous good

is given by Eq. (6). Substituting this first-order condition back into Eq. (5) yields the

restriction across prices, Eq. (7). Each intermediate good, i 2 (0,1), is produced by a

monopolist who treats Eq. (6) as its demand curve. The intermediate good producer

takes the aggregate quantities, Pt and Yt, as exogenous.

We use a production function for intermediate good producers that is standard in the

literature. It does not use materials inputs, but it does use the services of capital, Ki,t:

Yi;t ¼ ðztHi;tÞ1�a
Ka

i;t � zþt ’: ð59Þ
Here, zt is a technology shock whose logarithmic first difference has a positive mean and

’ denotes a fixed production cost. The economy has two sources of growth: the positive

drift in log (zt) and a positive drift in log (Ct), whereCt is the state of an investment spe-

cific technology shock discussed later. The object, zþt , in Eq. (59) is defined as follows:

zþt ¼ C
a

1�a
t zt:

Along a nonstochastic steady-state growth path, Yt/z
þ
t and Yi,t/z

þ
t converge to constants.
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The two shocks, zt and Ct, are specified to be unit root processes in order to be

consistent with the assumptions we use in our VAR analysis to identify the dynamic

response of the economy to neutral and investment specific technology shocks. We

adopt the following time series representations for the shocks:

D log zt ¼ mz þ ezt ;E ezt
� �2 ¼ s2z ð60Þ

D logCt ¼ 1� rCð ÞmC þ rCD logCt�1 þ eCt ;E eCt
� �2 ¼ s2C: ð61Þ

Our assumption that the neutral technology shock follows a random walk with drift

closely matches the finding in Smets and Wouters (2007) who estimated log zt to be

highly autocorrelated. The empirical analysis of Prescott (1986) also supported the

notion that log zt is a random walk with drift. Finally, Fernald (2009) constructed a

direct estimate of total factor productivity growth for the business sector. The first-

order autocorrelation of quarterly observations covering the period 1947Q2 to

2009Q3 is 0.0034, consistent with the idea of a random walk.

We assume that there is no entry or exit by intermediate good producers. The no

entry assumption would be implausible if firms enjoyed large and persistent profits. The

fixed cost in Eq. (59) is introduced to minimize the incentive to enter. We set ’ so that

intermediate good producer profits are zero in steady state. This requires that the fixed

cost grow at the same rate as the growth rate of economic output, and this is why ’ is

multiplied by zþt in Eq. (59). A potential empirical advantage of including fixed costs of

production is that, by introducing some increasing returns to scale, the model can in

principle account for evidence that labor productivity rises in the wake of a positive

monetary policy shock.

In Eq. (59), Hi,t denotes homogeneous labor services hired by the ith intermediate

good producer. Firms must borrow the wage bill. We follow CEE in supposing that

firms borrow the entire wage bill (i.e., c ¼ 1 and vt ¼ 0 in Eq. 9) so that the cost

of one unit of labor is given by

WtRt: ð62Þ
Here, Wt denotes the aggregate wage rate and Rt denotes the gross nominal interest

rate on working capital loans. The assumption that firms require working capital was

introduced by CEE as a way to help dampen the rise in inflation after an expansionary

shock to monetary policy. An expansionary shock to monetary policy drives Rt down

and, with other things the same, this reduces firm marginal cost. Inflation is dampened

because marginal cost is the key input into firms’ price-setting decisions. Indirect evi-

dence consistent with the working capital assumption includes the frequently found

VAR-based results, suggesting that inflation drops for a little while after a positive

monetary policy shock. It is hard to think of an alternative to the working capital
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assumption to explain this evidence, apart from the possibility that the estimated

response reflects some kind of econometric specification error.40

Another motivation for treating interest rates as part of the cost of production has to

do with Ball’s (1994) “dis-inflationary boom” critique models that do not include

interest rates in costs. Ball’s critique focuses on the Phillips curve in Eq. (30), which

we reproduce here for convenience:

p̂t ¼ bEtp̂tþ1 þ kpŝt;

where p̂t and ŝt denote inflation and marginal cost, respectively. Also, kp > 0 is a reduced

form parameter and b is slightly less than unity. According to the Phillips curve, if the mon-

etary authority announces it will fight inflation by strategies that (plausibly) bring down

future inflationmore than present inflation, then ŝtmust jump. In simplemodels ŝt is directly

related to the volume of output (see, e.g., Eq. 34). High output requires more intense utili-

zation of scarce resources, their price goes up, driving up marginal cost, ŝt. Ball (1994) cri-

ticized theories that do not include the interest rate in marginal cost on the grounds that we

do not observe booms at the start of disinflations. Including the interest rate inmarginal cost

potentially avoids the Ball critique because the high ŝt may simply reflect the high interest

rate that corresponds to the disinflationary policy, and not higher output.

We adopt the Calvo model of price frictions. With probability xp, the intermediate

good firm cannot reoptimize its price, in which case it is assumed to set its price

according to the following rule:41

Pi;t ¼ pPi;t�1: ð63Þ
Note that in steady state, firms that do not optimize their prices raise prices at the gen-

eral rate of inflation. Firms that optimize their prices in a steady-state growth path raise

their prices by the same amount. This is why there is no price dispersion in steady state.

According to the discussion near Eq. (29), the fact that we analyze the first-order

approximation of a DSGE model in a neighborhood of steady state means that we

can impose the analog of p�t ¼ 1.

With probability 1 � xp the intermediate good firm can reoptimize its price. Apart

from the fixed cost, the ith intermediate good producer’s profits are the analog of

Eq. (13):

Et

X1
j¼0

bjutþj½Pi;tþjYi;tþj � stþjPtþjYi;tþj	;
40 This possibility was suggested by Sims (1992) and explored further in Christiano et al. (1999). See also Bernanke,

Boivin, and Eliasz (2005).
41 Equation (63) excludes the possibility that firms index to past inflation. We discuss the reason for this specification in

Section 6.2.2.
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where st denotes themarginal cost of production, denominated in units of the homogeneous

good. The object, st, is a function only of the costs of capital and labor, and is described in

SectionCof the technical appendix .Marginal cost is independent of the level ofYi,t because

of the linear homogeneity of the first expression on the right of Eq. (59). The first-order

necessary conditions associated with this optimization problem are reported in section E

of the technical appendix.

Goods market clearing dictates that the homogeneous output good is allocated

among alternative uses as follows:

Yt ¼ Gt þ Ct þ eI t: ð64Þ
Here, Ct denotes household consumption, Gt denotes exogenous government con-

sumption, and Ĩt is a homogenous investment good which is defined as follows:

eI t ¼ 1

Ct

ðIt þ aðutÞ �KtÞ: ð65Þ

The investment goods, It, are used by households to add to the physical stock of capital,
�Kt.

42 The remaining investment goods are used to cover maintenance costs, a(ut) �Kt,

arising from capital utilization, ut. The cost function, a (�), is increasing and convex,

and has the property that in steady state, ut ¼ 1 and a(1) ¼ 0. The relationship between

the utilization of capital, ut, capital services, Kt, and the physical stock of capital, �Kt,

is as follows:

Kt ¼ ut �Kt:

The investment and capital utilization decisions are discussed in Section 4.2. See

Section 4.4 for the functional form of the capital utilization cost function. Finally, Ct in

Eq. (65) denotes the unit root investment specific technology shock defined in

Eq. (61).

4.2 Households
In the model, households supply the factors of production, labor and capital. The

model incorporates Calvo-style wage setting frictions along the lines spelled out in

Erceg, Henderson, and Levin (2000). Because wages are an important component of

costs, wage-setting frictions help slow the response of inflation to a monetary policy

shock. As in the case of prices, wage-setting frictions require that there be market

power. To ensure that this market power is suffused through the economy and not,

for example, concentrated in the hands of a single labor union, we adopt the frame-

work that is now standard in monetary DSGE models. In particular, we adopt a variant
42 The notation, It, used here should not be confused with materials inputs in Section 2. Our medium-sized DSGE

model does not include materials inputs.
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of the model in Erceg et al. (2000) by using the analog of the Dixit-Stiglitz type frame-

work used to model price-setting frictions. The assumption that prices are set by pro-

ducers of specialized goods appears here in the form of the assumption that there are

many different specialized labor inputs, hj,t, for j 2 (0,1). There is a single monopolist

that sets the wage for each type, j, of labor service. However, that monopolist’s market

power is severely limited by the presence of other labor services, j0 6¼ j, that are substi-

tutable for hj,t.

The variant of the Erceg et al. (2000) model that we work with follows the discus-

sion in Section 2.3 in supposing that labor is indivisible: people work either full time or

not at all.43 That is, hj,t represents a quantity of people and not, say, the number of

hours worked by a representative worker.

Section 4.2.1 below discusses the interaction between households and the labor

market. The Section 4.2.2 discusses the monopoly wage-setting problem in the model.

Section 4.2.3 discusses the representative household’s capital accumulation decision,

and Section 4.2.4 states the representative household’s optimization problem.

4.2.1 Households and the labor market
The “labor” hired by firms in the goods-producing sector is interpreted as a homoge-

neous factor of production, Ht, supplied by “labor contractors.” Labor contractors pro-

duce Ht by combining a range of differentiated labor inputs, ht,j, using the following

linear homogeneous technology:

Ht ¼
ð1
0

ðht;jÞ
1
lwdj

� �lw
; lw > 1:

Labor contractors are perfectly competitive and take the wage rate, Wt, of Ht as given.

They also take the wage rate, Wt,j, of the jth labor type as given. Contractors choose

inputs and outputs to maximize profits,

WtHt �
ð1
0

Wt;jht;jdj:

The first order necessary condition for optimization is given by:

ht;j ¼ Wt

Wt;j

� � lw
lw�1

Ht: ð66Þ

Substituting the latter back into the labor aggregator function and rearranging, we

obtain:
43 Our approach follows the one in Gali (2010a).
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Wt ¼
ð1
0

W
1

1�lw
t;j dj

� �1�lw

: ð67Þ

Differentiated labor is supplied by a large number of identical households. The repre-

sentative household has many members corresponding to each type, j, of labor. Each

worker of type j has an index, l, distributed uniformly over the unit interval, [0,1],

which indicates that worker’s aversion to work. A type j worker with index l experi-

ences utility:

log ðcet � bCt�1Þ � lf;f > 0;

if employed and

log ðcnet � bCt�1Þ;
if not employed. When b > 0 the worker’s marginal utility of current consumption is

an increasing function of the household’s consumption in the previous period. Given

the additive separability of consumption and employment in utility, the efficient allo-

cation of consumption across workers within the household implies:44

cet ¼ cnet ¼ Ct:

The quantity of the jth type of labor supplied by the representative household, ht,j, is

determined by Eq. (66). We suppose the household sends j-type workers with 0 � l

� ht,j to work and keeps those with l > ht,j out of the labor force. The equally

weighted integral of utility over all l 2 [0,1] workers is

log ðCt � bCt�1Þ � A
h
1þf
t;j

1þ f
:

Aggregate household utility also integrates over the unit measure of j-type workers:

log ðCt � bCt�1Þ � A

ð1
0

h
1þf
t;j

1þ f
dj: ð68Þ

Next we explain how ht,j is determined and how the household chooses Ct.

The wage rate of the jth type of labor, Wt,j, is determined outside the representative

household by a monopoly union that represents all j-type workers across all households.

The union’s problem is discussed in Section 4.2.2.

The presence of b > 0 in Eq. (68) is motivated by VAR-based evidence like that

displayed in section 6 below, which suggests that an expansionary monetary policy

shock triggers (i) a hump-shaped response in consumption and (ii) a persistent
44 For an environment in which perfect insurance is not feasible, see CTW.
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reduction in the real rate of interest.45 With b ¼ 0 and a utility function separable in

labor and consumption like the one in Eq. (68), (i) and (ii) are difficult to reconcile.

An expansionary monetary policy shock that triggers an increase in expected future

consumption would be associated with a rise in the real rate of interest, not a fall. Alter-

natively, a fall in the real interest rate would cause people to rearrange consumption

intertemporally, so that consumption is relatively high right after the monetary shock

and low later. Intuitively, one can reconcile (i) and (ii) by supposing the marginal util-

ity of consumption is inversely proportional not to the level of consumption, but to its

derivative. To see this, it is useful to recall the familiar intertemporal Euler equation

implied by household optimization (see, e.g., Eq. 4):

bEt

uc;tþ1

uc;t

Rt

ptþ1

¼ 1:

Here, uc,t denotes the marginal utility of consumption at time t. From this expression,

we see that a low Rt/ptþ1 tends to produce a high uc,tþ1/uc,t ; that is, a rising trajectory

for the marginal utility of consumption. This illustrates the problematic implication of

the model when uc,t is inversely proportional to Ct as in Eq. (68) with b ¼ 0. To fix this

implication we need a model change with the property that a rising uc,t path implies

hump-shaped consumption. A hump-shaped consumption path corresponds to a sce-

nario in which the slope of the consumption path is falling, suggesting that (i) and

(ii) can be reconciled if uc,t is proportional to the slope of consumption. The notion

that marginal utility is inversely proportional to the slope of consumption corresponds

loosely to b > 0.46 The fact that (i) and (ii) can be reconciled with the assumption of

habit persistence is of special interest, because there is evidence from other sources that

also favors the assumption of habit persistence; for example, in asset pricing (see, e.g.,

Boldrin, Christiano, & Fisher, 2001; Constantinides, 1990) and growth (see Carroll,

Overland, & Weil, 1997, 2000). In addition, there may be a solid foundation in psy-

chology for this specification of preferences.47
45 The earliest published statement of the idea that b > 0 can help account for (i) and (ii) that we are aware of is Fuhrer

(2000).
46 In particular, suppose first that lagged consumption in Eq. (68) represents aggregate, economy-wide consumption

and b > 0. This corresponds to the so-called “external habit” case, where it is the lagged consumption of others that

enters utility. In that case, the marginal utility of household Ct is 1/(Ct � bCt�1), which corresponds to the inverse of

the slope of the consumption path, at least if b is large enough. In our model we think of Ct�1 as corresponding to

the household’s own lagged consumption (that is why we use the same notation for current and lagged

consumption), the so-called “internal habit” case. In this case, the marginal utility of Ct also involves future terms, in

addition to the inverse of the slope of consumption from t ¼ 1 to t. The intuition described in the text, which

implicitly assumed external habit, also applies roughly to the internal habit case that we consider.
47 Anyone who has gone swimming has had the experience of habit persistence. It is usually very hard at first to jump

into a swimming pool because it seems so cold. The swimmer who jumps (or is pushed) into the water after much

procrastination initially experiences a tremendous shock with the sudden drop in temperature. However, after only a

few minutes the new, lower temperature is perfectly comfortable. In this way, the lagged temperature seems to

influence one’s experience of current temperature, as in habit persistence.
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The logic associated with the previous intertemporal Euler equation suggests that

there are other approaches that can at least go part way in reconciling (i) and (ii).

For example, Guerron-Quintana (2008) showed that nonseparability between con-

sumption and labor in Eq. (68) can help reconcile (i) and (ii). He pointed out that if

the marginal utility of consumption is an increasing function of labor and the model

predicts that employment rises in a hump shape after an expansionary monetary shock,

then it is possible that consumption rises in a hump shape.

4.2.2 Wages, employment and monopoly unions
We turn now to a discussion of the monopoly union that sets the wage of j-type work-

ers. In each period, the monopoly union must satisfy its demand curve, (Eq. 66), and it

faces Calvo frictions in the setting of Wt,j. With probability 1 � xw the union can opti-

mize the wage and with the complementary probability, xw, it cannot. In the latter

case, we suppose that the nominal wage rate is set as follows:

Wj;tþ1 ¼ epw;tþ1Wj;t ð69Þ
epw;tþ1 ¼ pkwt pð1�kwÞmzþ ; ð70Þ

where kw 2 (0, 1). With this specification, the wage of each type j labor is the same in

the steady state. Because the union problem has no state variable, all unions with the

opportunity to reoptimize in the current period face the same problem. In particular,

such a union chooses the current value of the wage, eWt, to maximize:

Et

X1
i¼0

ðbxwÞi utþi
eWt

tþih
t
tþi � AL

httþi

� �1þf

ð1þ fÞ

" #
: ð71Þ

Here, httþi and
eWt

tþi denote the quantity of workers employed and their wage rate, in

period t þ i, of a union that has an opportunity to reoptimize the wage in period t and

does not reoptimize again in periods t þ 1, . . ., t þ i. Also, utþi denotes the marginal

value assigned by the representative household to the wage.48 The union treats ut as an
exogenous variable. In the expression (71), xw appears in the discounting because the

union’s period t decision only impacts on future histories in which it cannot reoptimize

its wage.

Optimization by all labor unions leads to a simple equilibrium condition, when the

variables are linearized about the nonstochastic steady state.49 The condition is:
48 The object, ut, is the multiplier on the household budget constraint in the Lagrangian representation of the problem.
49 The details of the derivation are explained in Section G of the technical appendix.
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Dkw p̂w;t ¼
k

1þ f
lw

lw � 1

scaled labor cost of marginal worker�
�ĉzþ;t þ fĤt

zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{ scaled real wage

�̂wt

z}|{
0@ 1A

þ bDkw p̂w;tþ1;

ð72Þ

where

k ¼ ð1� xwÞð1� bxwÞ
xw

:

In Eq. (72), p̂w;t is the gross growth rate in the nominal wage rate, expressed in percent

deviation from steady state. Also, ĉzþ;t represents the percent deviation of the scaled

multiplier, czþ;t, from its steady-state value. The scaled multiplier is defined as follows:

czþ;t � utPtz
þ
t ;

where ut is the multiplier on the household budget constraint. The first two terms

inside the parentheses in Eq. (72) correspond to the marginal cost of labor and the

third term, �̂wt, corresponds to the real wage. Both the marginal cost of labor and

the real wage have been scaled by zþt . Expression (72) has a simple interpretation.

The first term in parentheses is related to the cost of working by the marginal worker.

When this (scaled) cost exceeds the (scaled) real wage, �̂wt, then the monopoly

unions currently setting wages place upward pressure on wage inflation. The coeffi-

cient multiplying the term in parentheses is also interesting. If the degree of wage

and price stickiness are the same; that is, xw ¼ xp, then k takes on the same value as

kp, the analog of k in the price Phillips curve, Eq. (35). In this case, the slope of

the price Phillips curve in terms of marginal cost is bigger than the slope of the wage

Phillips curve, Eq. (72). This reflects that in the slope of the wage Phillips curve, k is

divided by:

1þ f
lw

lw � 1
> 1:

According to this expression, the slope of the wage Phillips curve is smaller if the elas-

ticity of demand for labor, lw/(lw � 1) is large and/or if the marginal cost of work,

MRS, is sharply increasing in work (i.e., f is large). The intuition for this is as follows.

Suppose the jth monopoly union contemplates a particular rise in the nominal wage,

for whatever reason. Consider a given slope of the demand for labor. The rise in

the wage implies a lower quantity of labor demanded. The steeper the marginal cost

curve is, the greater the implied drop in marginal cost. Now consider a given slope

of marginal cost. The flatter the slope of demand for the jth type of labor is, the larger

the drop in the quantity of labor demanded in response to the given contemplated rise
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in the wage. Given the upward-sloping marginal cost curve, this also implies a large

fall in marginal cost. Thus, the monopoly union that contemplates a given rise in

the wage rate anticipates a larger drop in marginal cost to the extent that the demand

curve is elastic and/or the marginal cost curve is steep. But, with other things

the same, low marginal cost reduces the incentive for a monopolist to raise its price

(i.e., the wage in this case). These considerations are absent in our price Phillips curve,

Eq. (35), because marginal cost is constant (i.e., the analog of f is zero).50

4.2.3 Capital accumulation
The household owns the economy’s physical stock of capital, sets the utilization rate of

capital, and rents out the services of capital in a competitive market. The household

accumulates capital using the following technology:

�Ktþ1 ¼ ð1� dÞ �Kt þ FðIt; It�1Þ þ Dt; ð73Þ
where Dt denotes physical capital purchased in a competitive market from other house-

holds. Since all households are the same in terms of capital accumulation decisions,

Dt ¼ 0 in equilibrium. We nevertheless include Dt so that we can assign a price to

installed capital. In Eq. (73), d 2 [0, 1] and we use the specification suggested in CEE:

FðIt; It�1Þ ¼ 1� S
It

It�1

� �� �
It; ð74Þ

where the functional form, S, that we use is described in Section 4.4. In Eq. (74), S ¼
S0 ¼ 0 and S00 > 0 along a nonstochastic steady state growth path. Here, S0 and S00

denote the first and second derivatives, respectively, of S.

Let PtPk0 ;t denote the nominal market price of Dt. For each unit of �Ktþ1 acquired in

period t, the household receives Xk
tþ1 in net cash payments in period t þ 1:

Xk
tþ1 ¼ utþ1Ptþ1r

k
tþ1 �

Ptþ1

Ctþ1

aðutþ1Þ: ð75Þ

The first term is the gross nominal period t þ 1 rental income from a unit of �Ktþ1. The

second term represents the cost of capital utilization, a(utþ1)Ptþ1/Ctþ1. Here, Ptþ1/

Ctþ1 is the nominal price of the investment goods absorbed by capital utilization. That

Ptþ1/Ctþ1 is the equilibrium market price of investment goods follows from the tech-

nology specified in Eqs. (64) and (65), and the assumption that investment goods are

produced from homogeneous output goods by competitive firms.

The introduction of variable capital utilization is motivated by a desire to explain

the slow response of inflation to a monetary policy shock. In any model prices are
50 This intuition for why the slope of the wage Phillips curve is flatter with elastic labor demand and/or steep marginal

cost is the same as the intuition that firm-specific capital flattens the price Phillips curve (see, e.g., ACEL; Christiano,

2004; de Walque, Smets, & Wouters, 2006; Sveen & Weinke, 2005; Woodford, 2004).
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heavily influenced by costs. Costs in turn are influenced by the elasticity of the factors

of production. If factors can be rapidly expanded with a small rise in cost, then inflation

will not rise much after a monetary policy shock. Allowing for variable capital utiliza-

tion is a way to make the services of capital elastic. If there is very little curvature in the

a function, then households are able to expand capital services without much increase

in cost.

The form of the investment adjustment costs in Eq. (73) is motivated by a desire to

reproduce VAR-based evidence that investment has a hump-shaped response to a

monetary policy shock. Alternative specifications include F � It and

F ¼ It � S
00

2

It
�Kt

� d
� �2

�Kt: ð76Þ

Specification (76) has a long history in macroeconomics, and has been in use since at

least Lucas and Prescott (1971). To understand why DSGE models generally use the

adjustment cost specification in Eq. (74) rather than Eq. (76), it is useful to define

the rate of return on investment:

Rk
tþ1 ¼

xktþ1 þ 1� dþ S
00 Itþ1

�Ktþ1
� d

� �
Itþ1
�Ktþ1

� S
00

2
Itþ1
�Ktþ1

� d
� �2� �

Pk0 ;tþ1

Pk0 ;t
: ð77Þ

The numerator is the one-period payoff from an extra unit of �Ktþ1, and the denominator

is the corresponding cost, both in consumption units. In Eq. (77), xktþ1 � Xk
tþ1=Ptþ1

denotes the earnings net of costs. The term in square brackets is the quantity of additional
�Ktþ2 made possible by the additional unit of �Ktþ1. This is composed of the undepre-

ciated part of �Ktþ1 left over after production in period t þ 1, plus the impact of �Ktþ1

on �Ktþ2 via the adjustment costs. The object in square brackets is converted to consump-

tion units using Pk
0
;tþ1, which is the market price of �Ktþ2 denominated in consumption

goods. Finally, the denominator is the price of the extra unit of �Ktþ1.

The price of extra capital in competitive markets corresponds to the marginal cost

of production. Thus,

Pk0 ;t ¼ � dCt

d �Ktþ1

¼ � dCt

dIt

 dIt

d �Ktþ1

¼ 1

d �Ktþ1

dIt

¼

1 When F is I

1

1� S
00 
 It

�Kt

� d

 ! WhenF is as in ð76Þ ;

8>>>>><>>>>>:
ð78Þ
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where we ignore Ct for now (Ct � 1). The derivatives in the first line correspond to

marginal rates of technical transformation. The marginal rate of technical transforma-

tion between consumption and investment is implicit in Eqs. (64) and (65). The mar-

ginal rate of technical transformation between It and �Ktþ1 is given by the capital

accumulation equation. The relation in the second line of Eq. (78) is referred to as

“Tobin’s q” relation, where Tobin’s q here corresponds to Pk
0
;t. This is the market

value of capital (i.e., the marginal cost of capital under our assumption that markets

are competitive) divided by the price of investment goods. Here, q can differ from

unity due to the investment adjustment costs.

We are now in a position to convey the intuition about why DSGE models have

generally abandoned the specification in Eq. (76) in favor of Eq. (73). The key reason

has to do with VAR-based evidence (see Section 6 below) that suggests the real interest

rate falls persistently after a positive monetary policy shock, while investment responds

in a hump-shaped pattern. Any model that is capable of producing this type of response

will have the property that the real return on capital, Eq. (77) — for arbitrage reasons

— also falls after an expansionary monetary policy shock. Suppose, to begin, that S00 ¼
0, so that there are no adjustment costs at all and Pk

0
;t ¼ 1. In this case, the only com-

ponent in Rk
t that can fall is xktþ1, which is dominated by the marginal product of capi-

tal. That is, approximately, the rate of return on capital is

ð1� aÞKa�1
tþ1 H

1�a
tþ1 þ 1� d:

In steady state this object equals 1/b (ignoring growth), which is roughly 1.03 in

annual terms. At the same time, the object, 1 � d, is roughly 0.9 in annual terms, so

that the endogenous part of the rate of return of capital is a very small part of that rate

of return. As a result, any given drop in the return on capital requires a very large per-

centage drop in the endogenous part, Ka�1
tþ1 H

1�a
tþ1 . An expansion in investment can

bring about this drop, but it has to be a very substantial surge. To see why investment

must expand so much, note first that the endogenous part of the rate of return is not

only small, but the capital stock receives a weight substantially less than unity in that

expression. Second, a model that successfully reproduces the VAR-based evidence that

employment rises after a positive monetary policy shock implies that hours worked

rises. This pushes the endogenous component of the rate of return up, increasing the

burden on the capital stock to bring the rate of return on investment down. For these

reasons, models without adjustment costs generally imply a counterfactually strong

surge in investment in the wake of a positive shock to monetary policy.

With S00 > 0 the endogenous component of the rate of return on capital is much

larger. However, in practice models that adopt the adjustment cost specification,

Eq. (76), generally imply that the biggest investment response occurs in the period of

the shock, and not later. To gain intuition into why this is so, suppose the contrary:
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that investment does exhibit a hump-shape response in investment. Equation (78)

implies a similar hump-shape pattern in the price of capital, Pk
0
;t.
51 This is because

Pk0 ;t is primarily determined by the contemporaneous flow of investment. So, under

our supposition about the investment response, a positive monetary policy shock gen-

erates a rise in Pk
0
;tþ1=Pk

0
;t over at least several periods in the future. According to

Eq. (77), the anticipated future capital gains create an incentive to invest right away.

Thus, households would be induced to substitute away from a hump-shaped response,

toward one in which the immediate response is much stronger. In practice, this means

that in equilibrium, the biggest response of investment occurs in the period of the

shock, with later responses converging to zero.

The adjustment costs in Eq. (74) do have the implication that investment responds

in a hump-shaped manner. According to Eq. (74), a quick rise in investment over its

previous level is costly.

There are other reasons to take the specification in Eq. (74) seriously. Lucca (2006)

and Matsuyama (1984) have described interesting theoretical foundations that produce

Eq. (74) as a reduced form. For example, in Matsuyama shifting production between

consumption and capital goods involves a learning-by-doing process, which makes

quick movements in either direction expensive. Also, Matsuyama explains why the

abundance of empirical evidence that appears to reject Eq. (76) may be consistent with

Eq. (74). Consistent with Eq. (74), Topel and Rosen (1988) argue that data on housing

construction cannot be understood without using a cost function that involves the

change in the flow of housing construction.

4.2.4 Household optimization problem
The household’s period t budget constraint is as follows:

Pt Ct þ 1

Ct

It

� �
þ Btþ1 þ PtPk

0
;tDt �

ð1
0

Wt;jht;jdj þ Xk
t
�Kt þ Rt�1Bt; ð79Þ

where Wt,j represents the wage earned by the household, Btþ1 denotes the quantity of

risk-free bonds purchased by the household, and Rt denotes the gross nominal interest

rate on bonds purchased in period t � 1, which pay off in period t. The household’s

problem is to select sequences, {Ct, It, Dt, Btþ1, �Ktþ1}, to maximize Eq. (68) subject

to the wage process selected by the monopoly unions, Eqs. (73), (75), and (79).
51 Note from Eq. (78) that the price of capital increases as investment rises above its level in steady state, which is the

level required to just meet the depreciation in the capital stock. Our assertion that the price of capital follows the

same hump-shaped pattern as investment after a positive monetary policy shock reflects our implicit assumption that

the shock occurs when the economy is in a steady state. This will be true on average, but not at each date.
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4.3 Fiscal and monetary authorities and equilibrium
We suppose that monetary policy follows a Taylor rule of the following form:

log
Rt

R

� �
¼ rR log

Rt�1

R

� �
þ ð1� rRÞ rp log

ptþ1

p

� �
þ ry log

gdpt

gdp

� �� �
þ eR;t; ð80Þ

where eR,t denotes an iid shock to monetary policy. As in CEE and ACEL, we assume that

the period t realization of eR,t is not included in the period t information set of the agents in

our model. This ensures that our model satisfies the restrictions used in the VAR analysis to

identify a monetary policy shock. In Eq. (80), gdpt denotes scaled real GDP defined as

follows:

gdpt ¼ Gt þCt þ It=Ct

zþt
: ð81Þ

We adopt the model of government consumption suggested in Christiano and

Eichenbaum (1992a):

Gt ¼ gzþt :

In principle, g could be a random variable, although our focus in this paper is just on

monetary policy and technology shocks. So, we set g to a constant. Lump-sum transfers

are assumed to balance the government budget.

An equilibrium is a stochastic process for the prices and quantities with the property

that the household and firm problems are satisfied, and goods and labor markets clear.

4.4 Adjustment cost functions
We adopt the following functional forms. The capacity utilization cost function is

aðuÞ ¼ 0:5bsau2 þ bð1� saÞuþ bððsa=2Þ � 1Þ; ð82Þ
where b is selected so that a(1) ¼ a0(1) ¼ 0 in steady state and sa is a parameter that

controls the curvature of the cost function. The closer sa is to zero, the less curvature

there is and the easier it is to change utilization. The investment adjustment cost

function takes the following form:

SðxtÞ ¼ 1

2
exp

ffiffiffiffiffi
S

00
p

ðxt � mzþmCÞ
h i

þ exp �
ffiffiffiffiffi
S

00
p

ðxt � mzþmCÞ
h i

� 2
n o

;

¼ 0; x ¼ mzþmC:
ð83Þ

where xt ¼ It/It�1 and mzþmC is the growth rate of investment in steady state. With this

adjustment cost function, S(mzþmC) ¼ S0(mzþmC) ¼ 0. Also, S00 > 0 is a parameter

having the property that it is the second derivative of S(xt) evaluated at xt ¼ mzþmc.
Because of the nature of the above adjustment cost functions, the curvature parameters

have no impact on the model’s steady state.



345DSGE Models for Monetary Policy Analysis

Author's personal copy
5. ESTIMATION STRATEGY

Our estimation strategy is a Bayesian version of the two-step impulse response matching

approach applied by Rotemberg andWoodford (1997) and CEE.We begin with a discus-

sion of the two steps. After that, we discuss the computation of a particular weightingmatrix

used in the analysis.

5.1 VAR step
We estimate the dynamic responses of a set of aggregate variables to three shocks, using

standard VAR methods. The three shocks are the monetary policy shock; the innova-

tion to the permanent technology shock, zt; and the innovation to the investment spe-

cific technology shock, Ct. The estimated contemporaneous and 14 lagged responses in

each of N ¼ 9 macroeconomic variables to the three shocks are stacked in a vector, ĉ.
These macroeconomic variables are a subset of the variables that appear in the VAR.

The additional variables in our VAR pertain to the labor market. We use this aug-

mented VAR to facilitate comparison between the analysis in this chapter and in other

research where we integrate labor market frictions into a monetary DSGE model.52

We denote the vector of variables in the VAR by Yt, where
53

Yt|{z}
14
1

¼

D ln ðrelative price of investmenttÞ
D ln ðrealGDPt=hourstÞ
D ln ðGDP deflatortÞ
unemployment ratet
capacity utilizationt

ln ðhourstÞ
ln ðrealGDPt=hourstÞ � ln ðWt=PtÞ
ln ðnominalCt=nominalGDPtÞ
ln ðnominal It=nominalGDPtÞ

vacanciest
job separation ratet
job finding ratet

log ðhourst=labor forcetÞ
Federal FundsRatet

0BBBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCCA

: ð84Þ

An extensive general review of identification in VARs appears in Christiano et al.

(1999). The specific technical details of how we compute impulse response functions
52 See Christiano, Trabandt and Walentin (2010b). The variables, GDP, hours, C, I and the labor force, are expressed

in per capita terms.
53 See Section A of the technical appendix for details about the data.
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imposing the shock identification are reported in ACEL.54 We estimate a two-lag

VAR using quarterly data that are seasonally adjusted and cover the period 1951Q1

to 2008Q4. Our identification assumptions are as follows. The only variable that the

monetary policy shock affects contemporaneously is the federal funds rate. We make

two assumptions to identify the dynamic response to the technology shocks: (i) the

only shocks that affect labor productivity in the long run are the two technology

shocks, and (ii) the only shock that affects the price of investment relative to consump-

tion is the innovation to the investment specific shock. All of these identification

assumptions are satisfied in our model.

Our data set extends over a long range, while we estimate a single set of impulse

response functions and model parameters. In effect, we suppose that there has been

no parameter break over this long period. Whether or not there has been a break is

a question that has been debated. For example, it has been argued that the parameters

of the monetary policy rule have not been constant over this period. We do not review

this debate here. Implicitly, our analysis sides with the conclusions of those that argue

that the evidence of parameter breaks is not strong. For example, Sims and Zha (2006)

argued that the evidence is consistent with the idea that monetary policy rule para-

meters have been unchanged over the sample. Christiano et al. (1999) argued that

the evidence is consistent with the proposition that the dynamic effects of a monetary

policy shock have not changed during this sample. Standard lag-length selection criteria

led us to work with a VAR with 2 lags.55

The number of elements in ĉ corresponds to the number of impulses estimated. Since

we consider the contemporaneous and 14 lag responses in the impulses, there are in princi-

ple 3 (i.e., the number of shocks) times 9 (number of variables) times 15 (number of

responses)¼ 405 elements in ĉ. However, we do not include in ĉ the 8 contemporaneous

responses to themonetary policy shock that are required to be zero by our monetary policy

identifying assumption. Taking this into account, the vector ĉ has 397 elements.

According to standard classical asymptotic sampling theory, when the number of

observations, T, is large, we haveffiffiffiffi
T

p
ĉ� cðy0Þ

�a�
Nð0;W ðy0; z0ÞÞ;

�

54 The identification assumption for the monetary policy shock by itself imposes no restriction on the VAR parameters.

Similarly, Fisher (2006) showed that the identification assumptions for the technology shocks, when applied without

simultaneously applying the monetary shock identification, also imposes no restriction on the VAR parameters.

However, ACEL showed that when all the identification assumptions are imposed at the same time, then there are

restrictions on the VAR parameters. We found that the test of the overidentifying restrictions on the VAR fails to

reject the null hypothesis that the restrictions are satisfied at the 5% critical level.
55 We considered VAR specifications with lag length 1, 2, . . ., 12. The Schwartz and Hannan-Quinn criteria indicate

that a single lag in the VAR is sufficient. The Akaike criterion indicates 12 lags, but we discounted that result.
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where y0 represents the true values of the parameters that we estimate. The vector, z0,
denotes the true values of the parameters of the shocks that are in the model, but that

we do not formally include in the analysis. We find it convenient to express the asymp-

totic distribution of ĉ in the following form:

ĉ
a�
Nðcðy0Þ;V ðy0; z0;TÞÞ; ð85Þ

where

V ðy0; z0;TÞ � W ðy0; z0Þ
T

:

5.2 Impulse response matching step
In the second step of our analysis, we treat ĉ as “data” and we choose a value of y to make

c(y) as close as possible to ĉ. As discussed in Section 3.3.3 and following Kim (2002), we

refer to our strategy as a limited information Bayesian approach. This interpretation uses

Eq. (85) to define an approximate likelihood of the data, ĉ, as a function of y :

f ĉjy
� �

¼ 1

2p

 !N
2

jV ðy0; z0;TÞj
�1

2


 exp � 1

2
ĉ� cðyÞ
� �0

V ðy0; z0;TÞ�1 ĉ� cðyÞ
� �" #

:

ð86Þ

In Eq. (86), N denotes the number of elements in ĉ. As we explain next, we treat the

value of V(y0,z0,T) as a known object. Under these circumstances, the value of y that

maximizes the above function represents an approximate maximum likelihood estima-

tor of y. It is approximate for two reasons: (i) the central limit theorem underlying

Eq. (85) only holds exactly as T ! 1 and (ii) the value of V(y0, z0, T) that we use

is guaranteed to be correct only for T ! 1.

Treating the function, f, as the likelihood of ĉ, it follows that the Bayesian posterior

of y conditional on ĉ and V(y0, z0, T) is

f yjĉ
� �

¼
f ĉjy
� �

pðyÞ
f ĉ
� � ; ð87Þ

where p(y) denotes the priors on y and f(ĉ) denotes the marginal density of ĉ :

f ĉ
� �

¼
ð
f ĉjy
� �

pðyÞdy:
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As usual, the mode of the posterior distribution of y can be computed by simply

maximizing the value of the numerator in Eq. (87), since the denominator is not a

function of y. The marginal density of ĉ is required when we want an overall measure

of the fit of our model and when we want to report the shape of the posterior marginal

distribution of individual elements in y. To compute the marginal likelihood, we can

use a standard random walk metropolis algorithm or a Laplace approximation. We

explain the latter in Section 5.4. The results that we report are based on a standard ran-

dom walk Metropolis algorithm resulting in a single Monte Carlo Markov Chain of

length 600,000. The first 100,000 draws were dropped and the average acceptance rate

in the chain is 27%. We confirmed that the chain is long enough so that all the statistics

reported in the paper have converged. Section 6.3 compares results based on the

Metropolis algorithm with the results based on the Laplace approximation.

5.3 Computation of V
A crucial ingredient in our empirical methodology is thematrix,V(y0, z0,T). The logic of
our approach requires that we have at least an approximately consistent estimator ofV(y0,
z0, T). A variety of approaches are possible here. We use a bootstrap approach. Using our

estimated VAR and its fitted disturbances, we generate a set ofM bootstrap realizations for

the impulse responses.We denote these byci, i¼ 1, . . .,M, whereci denotes the i
th real-

ization of the 397 
 1 vector of impulse responses.56 Consider

�V ¼ 1

M

XM
i¼1

ðci � �cÞðci � �cÞ0 ; ð88Þ

where �c is the mean of ci, i ¼ 1, . . ., M. We set M ¼ 10,000. The object, �V , is a 397

by 397 matrix, and we assume that the small sample (in the sense of T) properties of

this way (or any other way) of estimating V(y0, z0, T) are poor. To improve small sam-

ple efficiency, we proceed in a way that is analogous to the strategy taken in the esti-

mation of frequency-zero spectral densities (see Newey & West, 1987). In particular,

rather than working with the raw variance-covariance matrix, �V , we instead work

with �̂V :

�̂V ¼ f ð �V ;TÞ:
56 To compute a given bootstrap realization, ci, we first simulate an artificial data set, Y1, . . ., YT. We do this by

simulating the response of our estimated VAR to an iid sequence of 14 
 1 shock vectors that are drawn randomly

with replacement from the set of fitted shocks. We then fit a 2-lag VAR to the artificial data set using the same

procedure used on the actual data. The resulting estimated VAR is then used to compute the impulse responses,

which we stack into the 397 
 1 vector, ci.
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The transformation, f, has the property that it converges to the identity transform, as

T ! 1. In particular, �̂V dampens some elements in �V , and the dampening factor is

removed as the sample grows large. The matrix, �̂V , has on its diagonal the diagonal ele-

ments of �V . The entries in �̂V that correspond to the correlation between the lth lagged

response and the jth lagged response in a given variable to a given shock equals the

corresponding entry in �V , multiplied by

1� jl � jj
n

� �y1;T
; l; j ¼ 0; 1; . . . ; n:

Here, n denotes the number of estimated impulse response lags. Now consider the

components of �V that correspond to the correlations between components of different

impulse response functions, either because a different variable is involved or because a

different shock is involved, or both. We dampen these entries in a way that is increas-

ing in t, the separation in time of the two impulses. In particular, we adopt the follow-

ing dampening factors for these entries:

bT 1� jtj
n

� �y2;T
; t ¼ 0; 1; . . . ; n:

We suppose that

bT ! 1; yi;T ! 0; asT ! 1; i ¼ 1; 2;

where the rate of convergence is whatever is required to ensure consistency of �̂V .

These conditions leave completely open what values of bT, y1,T, y2,T we use in our

sample. At one extreme, we have

bT ¼ 0; y1;T ¼ 1;

and y2,T unrestricted. This corresponds to the approach in CEE and ACEL, in which
�̂V is simply a diagonal matrix composed of the diagonal components of �V . At the other

extreme, we could set bT, y1,T, y2,T at their T ! 1 values, in which �̂V ¼ �V . Here,

we work with the approach taken in CEE and ACEL. This has the important advan-

tage of transparency. It corresponds to selecting y so that the model implied impulse

responses lie inside a confidence tunnel around the estimated impulses. When nondia-

gonal terms in �V are also used, then the estimator aims not just to put the model

impulses inside a confidence tunnel about the point estimates, but it is also concerned

about the pattern of discrepancies across different impulse responses. Precisely how the

off-diagonal components of �V give rise to concerns about cross-impulse response pat-

terns of discrepancies is virtually impossible to understand intuitively. This is both

because �V is an enormous matrix and because it is not �V that enters our criterion

but its inverse.
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5.4 Laplace approximation of the posterior distribution
The Metropolis algorithm for computing the posterior distribution can be time intensive,

and it may be useful — at least in the intermediate stages of a research project — to use

the Laplace approximation instead. In Section 6.3, we show that the two approaches gener-

ate similar results in our application, although one cannot rely on this being true in general.

To derive the Laplace approximation to f(yjĉ), define

gðyÞ � log f ĉjy
� �

þ log pðyÞ:

Let y* denote the mode of the posterior distribution and define the following Hessian

matrix:

gyy ¼ � @2gðyÞ
@y@y

0 jy¼y� :

Note that thematrix, gyy, is an automatic by-product of standard gradientmethods for com-

puting the mode, y*. The second-order Taylor series expansion of g about y ¼ y* is

gðyÞ ¼ gðy�Þ � 1

2
ðy� y�Þ0gyyðy� y�Þ;

where the slope term is zero if y* is an interior optimum, which we assume. Then,

f ĉjy
� �

pðyÞ � f ĉjy�
� �

pðy�Þ exp � 1

2
ðy� y�Þgyyðy� y�Þ

� �
:

Note that

1

ð2pÞm2 jgyyj
1
2 exp � 1

2
ðy� y�Þ0gyyðy� y�Þ

� �
;

where m denotes the number of elements in y. The last expression is the m–variable

Normal distribution for the m random variables, y, with mean y* and variance-covari-

ance matrix, g�1
yy . By the standard property of a density function,ð

1

ð2pÞm2 jgyyj
1
2 exp � 1

2
ðy� y�Þ0gyyðy� y�Þ

� �
dy ¼ 1: ð89Þ

Bringing together the previous results, we obtain:

f ĉ
� �

¼
ð
f ĉjy
� �

pðyÞdy

�
ð
f ĉjy�
� �

pðy�Þ exp � 1

2
ðy� y�Þ0gyyðy� y�Þ

" #
dy

¼ ð2pÞ
m
2 jgyyj

�1
2

f ĉjy�
� �

pðy�Þ;
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by Eq. (89). We now have the marginal distribution for ĉ. We can use this to compare

the fit of different models for ĉ. In addition, we have an approximation to the marginal

posterior distribution for an arbitrary element of y, say yi :

yi � N y�i ; g�1
yy

� 	
ii

� �
;

where g�1
yy

� 	
ii
denotes the ith diagonal element of the matrix, g�1

yy .
6. MEDIUM-SIZED DSGE MODEL: RESULTS

We first describe our VAR results. We then turn to the estimation of the DSGE

model. Finally, we study the ability of the DSGE model to replicate the VAR-based

estimates of the dynamic response of the economy to three shocks.

6.1 VAR results
We briefly describe the impulse response functions implied by the VAR. The solid line

in Figures 10–12 indicate the point estimates of the impulse response functions, while

the gray area displays the corresponding 95% probability bands.57 Inflation and the

interest rate are in annualized percent terms, while the other variables are measured

in percent. The solid lines with squares and the dashed lines will be discussed when

we review the DSGE model estimation results.

6.1.1 Monetary policy shocks
We make five observations about the estimated dynamic responses to an about 50 basis

point shock to monetary policy, displayed in Figure 10. Consider first the response of

inflation. Two important things to note here are the price puzzle and the delayed and

gradual response of inflation.58 In the very short run the point estimates indicate that

inflation moves in a seemingly perverse direction in response to the expansionary mon-

etary policy shock. This transitory drop in inflation in the immediate aftermath of a

monetary policy shock has been widely commented upon, and has been dubbed the

“price puzzle.” Christiano et al. (1999) reviewed the argument that the puzzle may

be the outcome of the sort of econometric specification error suggested by Sims

(1992), and found evidence consistent with that view. Here, we follow ACEL and

CEE in taking the position that there is no econometric specification error. Although
57 The probability interval is defined by the point estimate of the impulse response, �1.96 times the square root of the

relevant term on the diagonal of �V reported in Eq. (88).
58 Here, we have borrowed Mankiw’s (2000) language, “delayed and gradual,” to characterize the nature of the

response of inflation to a monetary policy shock. Although Mankiw wrote 10 years ago and he cites a wide range of

evidence, Mankiw’s conclusion about how inflation responds to a monetary policy shock resembles our VAR

evidence very closely. Mankiw argued that the response of inflation to a monetary policy shock is gradual in the sense

that it does not peak for 9 quarters.
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the price puzzle is not statistically significant in our VAR estimation, it nevertheless

deserves comment because it has potentially great economic significance. For example,

the presence of a price puzzle in the data complicates the political problem associated

with using high interest rates as a strategy to fight inflation. High interest rates and

the consequent slowdown in economic growth are politically painful. If the public sees

the high interest rate strategy producing higher inflation in the short run, support for

the strategy may evaporate unless the price puzzle has been explained.59

Regarding the delayed and gradual response of inflation to a monetary policy shock,

note how inflation reaches a peak after two years. Of course, the wide confidence
59 There is an important historical example of this political problem. In the early 1970s, at the start of the Great

Inflation in the United States, Arthur Burns was chairman of the U.S. Federal Reserve and Wright Patman was

chairman of the U.S. House Committee on Banking and Currency. Patman had the opinion that, by raising costs of

production, high interest rates increase inflation. Patman’s belief had enormous significance because he was

influential in writing the wage and price control legislation at the time. He threatened Burns that if Burns tried to

raise interest rates to fight inflation, Patman would see to it that interest rates were brought under the control of the

wage-price control board (see “The Lasting, Multiple Hassles of Topic A,” Time Magazine, Monday, April 9, 1973).
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intervals indicate that the exact timing of the peak is not precisely determined.

However, the evidence does suggest a sluggish response of inflation. This is consistent with

the views of others, arrived at by other methods, about the slow response of inflation to a

monetary policy shock. As noted in the introduction to Section 4, it has been argued that

the slow inflation response is a major puzzle for macroeconomics. For example, Mankiw

(2000) argued that with price frictions of the type used here, the only way to explain the

delayed and gradual response of inflation to a monetary policy shock is to introduce a

degree of stickiness in prices that exceeds by far what can be justified based on the micro

evidence. For this reason, when we study the ability of our models to match the estimated

impulse response functions, we must be wary of the possibility that this is done only by

making prices and wages counterfactually sticky. In addition, we must be wary of the possi-

bility that the econometrics leans too hard on other features (such as variable capital utiliza-

tion) to explain the gradual and delayed response of inflation to a monetary policy shock.

The second observation about the results in Figure 10 is that output, consumption,

investment, and hours worked all display a slow, hump-shaped response to a monetary

policy shock, peaking a little over one year after the shock. As emphasized in Section 4,
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these hump-shaped observations are the reason that researchers introduce habit persis-

tence and costs of adjustment in the flow of investment into the baseline model. Our third

observation about the results in Figure 10 is that the effect of the monetary shock on the

interest rate is roughly gone after two years, while the economy continues to respondwell

after that. This suggests that to understand the dynamic effects of amonetary policy shock,

one must have a model that displays considerable sources of internal propagation.

A fourth observation concerns the response of capacity utilization. Recall from the

discussion of Section 4 that the magnitude of the empirical response of this variable repre-

sents an important discipline on the analysis. In effect, those data constrain how heavily

we can lean on variable capital utilization to explain the slow response of inflation to a

monetary policy shock. The evidence in Figure 10 suggests that capacity utilization

responds very sharply to a positive monetary policy shock. For example, utilization rises

three times as much as employment, in percent terms. In interpreting this finding, we

must bear in mind that the capital utilization numbers we have are for the manufacturing

sector. To the extent that these data are influenced by the durable part of manufacturing,

they may overstate the volatility of capacity utilization generally in the economy.



355DSGE Models for Monetary Policy Analysis

Author's personal copy
Our fifth observation about Figure 10 concerns the price of investment. In our

model, this price is, by construction, unaffected by shocks other than those to the tech-

nology for converting homogeneous output into investment goods. Figure 10 indicates

that the price of investment rises in response to an expansionary monetary policy

shock, contrary to our model. This suggests that it would be worth exploring modifi-

cations to the technology for producing investment goods so that the trade-off between

consumption and investment is nonlinear.60 Under these conditions, the rise in the

investment to consumption ratio that appears to occur in response to an expansionary

monetary policy shock would be associated with an increase in the price of investment.

6.1.2 Technology shocks
Figures 11 and 12 display the responses to neutral and investment specific technology

shocks, respectively. Overall, the confidence intervals are wide. The width of these con-

fidence intervals should be no surprise in view of the nature of the question being

addressed. The VAR is informed that there are two shocks in the data which have a long

run effect on labor productivity, and it is being asked to determine the dynamic effects of

these shocks on the data. To understand the challenge that such a question poses, imagine

gazing at a data plot and thinking how the technology shocks might be detected visually.

It is no wonder that in many cases, the VAR response is, “I don’t know how this variable

responds.” This is what the wide confidence intervals tell us. For example, little can be

said about the response of capacity utilization to a neutral technology shock.

Although confidence intervals are often wide, there are some responses that are sig-

nificant. For example, there is a significant rise in consumption, output, and hours

worked in response to a neutral shock. A particularly striking result in Figure 11 is

the immediate drop in inflation in the wake of a positive shock to neutral technology.

This drop has led some researchers to conjecture that the rapid response of inflation to

a technology shock spells trouble for sticky price/sticky wage models. We investigate

this conjecture in the next section.

6.2 Model results
6.2.1 Parameters
Parameters whose values are set a priori are listed in Table 2. We found that when we

estimated the parameters kw and lw, the estimator drove them to their boundaries. This

is why we simply set lw to a value near unity and we set kw ¼ 1. The steady-state value

of inflation (a parameter in the monetary policy rule and the price and wage updating

equations), the steady-state government consumption to output ratio, and the steady-

state growth rate of the investment specific technology were chosen to coincide with
60 For example, instead of specifying a resource constraint in which Ct þ It appears, we could adopt one in which Ct

and It appear in a CES function, i.e., a1C
1=r
t þ a2I

1=r
t

h ir
: The standard linear specification is a special case of this one,

with a1 ¼ a2 ¼ r ¼ 1.



Table 2 Non-Estimated Parameters in Medium-Sized DSGE Model
Parameter Value Description

a 0.25 Capital share

d 0.025 Depreciation rate

b 0.999 Discount factor

p 1.0083 Gross inflation rate

�g 0.2 Government consumption to GDP ratio

Pk
0 1 Relative price of capital

kw 1 Wage indexation to pt�1

lw 1.01 Wage markup

xw 0.75 Wage stickiness

mz 1.0041 Gross neutral technology growth

mC 1.0018 Gross investment technology growth
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their corresponding sample means in our data set.61 The growth rate of neutral tech-

nology was chosen so that, conditional on the growth rate of investment specific tech-

nology, the steady-state growth rate of output in the model coincides with the

corresponding sample average in the data. We set xw ¼ 0.75, so that the model implies

wages are reoptimized once a year on average. We did not estimate this parameter

because we found that it is difficult to separately identify the value of xw and the cur-

vature parameter of household labor disutility, f.
The parameters for which we report priors and posteriors are listed in Table 3.

Note first that the degree of price stickiness, xp, is modest. The time between price

reoptimizations implied by the posterior mean of this parameter is a little less than 3

quarters. The amount of information in the likelihood, Eq. (86), about the value of xp is
substantial. The posterior standard deviation is roughly one-third the size of the prior

standard deviation and the posterior 95% probability interval is a quarter of the width

of the corresponding prior probability interval. Generally, the amount of information

in the likelihood about all the parameters is large in this sense. An exception to this pat-

tern is the coefficient on inflation in the Taylor rule, rp. There appears to be relatively

little information about this parameter in the likelihood. Note that f is estimated to be

quite small, implying a consumption-compensated labor supply elasticity for the house-

hold of around 8. Such a high elasticity would be regarded as empirically implausible if
61 In our model, the relative price of investment goods represents a direct observation of the technology shock for

producing investment goods.



Table 3 Prior and Posteriors of Parameters for Medium-Sized DSGE Model
Prior Posteriora

Distribution Mean, std. dev. Mean, std. dev.
Parameter [bounds] [5% and 95%] [5% and 95%]

Price-setting parameters

Price stickiness xp Beta 0.50, 0.15 0.62, 0.04

[0, 0.8] [0.23, 0.72] [0.56, 0.68]

Price markup lf Gamma 1.20, 0.15 1.20, 0.08

[1.01, 1] [1.04, 1.50] [1.06, 1.32]

Monetary authority parameters

Taylor rule: Interest smoothing rR Beta 0.80, 0.10 0.87, 0.02

[0, 1] [0.62, 0.94] [0.85, 0.90]

Taylor rule: Inflation coefficient rp Gamma 1.60, 0.15 1.43, 0.11

[1.01, 4] [1.38, 1.87] [1.25, 1.59]

Taylor rule: GDP coefficient ry Gamma 0.20, 0.15 0.07, 0.03

[0, 2] [0.03, 0.49] [0.02, 0.11]

Household parameters

Consumption habit b Beta 0.75, 0.15 0.77, 0.02

[0, 1] [0.47, 0.95] [0.74, 0.80]

Inverse labor supply elasticity f Gamma 0.30, 0.20 0.12, 0.03

[0, 1] [0.06, 0.69] [0.08, 0.16]

Capacity adjustment costs curv. sa Gamma 1.00, 0.75 0.30, 0.08

[0, 1] [0.15, 2.46] [0.16, 0.44]

Investment adjustment costs curv. S00 Gamma 12.00, 8.00 14.30, 2.92

[0, 1] [2.45, 27.43] [9.65, 18.8]

Shocks

Autocorr. investment technology rC Uniform 0.50, 0.29 0.60, 0.08

[0, 1] [0.05, 0.95] [0.48, 0.72]

Std. dev. neutral tech. shock (%) sz Inv. Gamma 0.20, 0.10 0.22, 0.02

[0, 1] [0.10, 0.37] [0.19, 0.25]

Std. dev. invest. tech. shock (%) sC Inv. Gamma 0.20, 0.10 0.16, 0.02

[0, 1] [0.10, 0.37] [0.12, 0.20]

Std. dev. monetary shock (APR) sR Inv. Gamma 0.40, 0.20 0.51, 0.05

[0, 1] [0.21, 0.74] [0.44, 0.58]

aBased on standard random walk metropolis algorithm. 600 000 draws, 100 000 for burn-in, acceptance rate 27%.
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Table 4 Medium-Sized DSGE Model Steady State at Posterior Mean for Parameters
Variable Standard model Description

k/y 7.73 Capital to GDP ratio (quarterly)

c/y 0.56 Consumption to GDP ratio

i/y 0.24 Investment to GDP ratio

H 0.63 Steady-state labor input

R 1.014 Gross nominal interest rate (quarterly)

Rreal 1.006 Gross real interest rate (quarterly)

rk 0.033 Capital rental rate (quarterly)

AL 2.22 Slope, labor disutility
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it were interpreted as the elasticity of supply of hours by a representative agent. How-

ever, as discussed in Section 2.3, this is not our interpretation. Table 4 reports steady-

state properties of the model, evaluated at the posterior mean of the parameters.

6.2.2 Impulse responses
We now comment on the DSGE model impulse responses displayed in Figures 10–12.

The line with solid squares in the figures display the impulse responses of our model, at

the posterior mean of the parameters. The dashed lines display the 95% probability

interval for the impulse responses implied by the posterior distribution of the para-

meters. These intervals are in all cases reasonably tight, reflecting the tight posterior dis-

tribution on the parameters as well as the natural restrictions of the model.

Our estimation strategy in effect selects a model parameterization that places the

model-implied impulse response functions as close as possible to the center of the gray

area, while not suffering too much of a penalty from the priors. The estimation crite-

rion is less concerned about reproducing VAR-based impulse response functions where

the gray areas are the widest.

Consider Figure 10, which displays the response of standard macroeconomic variables

to a monetary policy shock. Note how well the model captures the delayed and gradual

response of inflation. In the model it takes two years for inflation to reach its peak

response after the monetary policy shock. Importantly, the model even captures the price

puzzle phenomenon, according to which inflation moves in the “wrong” direction initi-

ally. This apparently perverse initial response of inflation is interpreted by the model as

reflecting the reduction in labor costs associated with the cut in the nominal rate of inter-

est. The notable result here is that the slow response of inflation to a monetary policy

shock is explained with a modest degree of wage and price-setting frictions. In addition,

the gradual and delayed response of inflation is not due to an excessive or counterfactual
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increase in capital utilization. Indeed, the model substantially understates the rise in capi-

tal utilization. While on its own this is a failure of the model, the weak utilization

response does draw attention to the apparent ease with which the model is able to cap-

ture the inertial response of inflation to a monetary shock.

The model also captures the response of output and consumption to a monetary

policy shock reasonably well. However, the model apparently does not have the flexi-

bility to capture the relatively sharp fall and rise in the investment response, although

the model responses lie inside the gray area. The relatively large estimate of the curva-

ture in the investment adjustment cost function, S00, suggests that to allow a greater

response of investment to a monetary policy shock would cause the model’s prediction

of investment to lie outside the gray area in the first couple of quarters. These findings

for monetary policy shocks are broadly similar to those reported in CEE and ACEL.

Figure 11 displays the response of standard macroeconomic variables to a neutral

technology shock. Note that the model is reasonably successful at reproducing the

empirically estimated responses. The dynamic response of inflation is particularly nota-

ble, in light of the estimation results reported in ACEL. Those results suggest that the

sharp and precisely estimated drop in inflation in response to a neutral technology

shock is difficult to reproduce in a model like ours. In describing this problem for their

model, ACEL expressed a concern that the failure reflects a deeper problem with sticky

price models.62 They suggested that perhaps the emphasis on price- and wage-setting

frictions, largely motivated by the inertial response of inflation to a monetary shock,

is shown to be misguided by the evidence that inflation responds rapidly to technology

shocks.63 Our results suggest a far more mundane possibility.

There are two key differences between our model and the one in ACEL that allow

it to reproduce the response of inflation to a technology shock more or less exactly

without hampering its ability to account for the slow response of inflation to a mone-

tary policy shock. First, in our model there is no indexation of prices to lagged inflation

(see Eq. 63). ACEL follows CEE in supposing that when firms cannot optimize their

price, they index it fully to lagged aggregate inflation. The position of our model on

price indexation is a key reason why we can account for the rapid fall in inflation after

a neutral technical shock while ACEL cannot. We suspect that our way of treating

indexation is a step in the right direction from the point of view of the microeconomic

data. Micro observations suggest that individual prices do not change for extended per-

iods of time. A second distinction between our model and the one in ACEL is that we
62 See Paciello (2009) for another discussion of this point.
63 The concern is reinforced by the fact that an alternative approach, one based on information imperfections and

minimal price/wage-setting frictions, seems like a natural one for explaining the puzzle of the slow response of

inflation to monetary policy shocks and the quick response to technology shocks (see Maćkowiak and Wiederholt,

2009; Mendes, 2009; and Paciello, 2009). Dupor, Han, and Tsai (2009) suggested more modest changes in the model

structure to accommodate the inflation puzzle.
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specify the neutral technology shock to be a random walk (see Eq. 60), while in ACEL

the growth rate of the estimated technology shock is highly autocorrelated. In ACEL, a

technology shock triggers a strong wealth effect, which stimulates a surge in demand

that places upward pressure on marginal cost and thus inflation.

Figure 12 displays dynamic responses of macroeconomic variables to an investment

specific shock. The DSGE model fits the dynamics implied by the VAR well, although

the confidence intervals are large.

6.3 Assessing VAR robustness and accuracy of the Laplace
approximation
It is well known that when the start date or number of lags for a VAR are changed, the

estimated impulse response functions change. In practice, one hopes that the width of

probability intervals reported in the analysis is a reasonable rule-of-thumb guide to the

degree of nonrobustness. In Figures 13–15 we display all the estimated impulse

response functions from our VAR when we apply a range of different start dates and

lag lengths. The VAR point estimates used in our estimation exercise are displayed
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in Figures 13–15 in the form of the solid line with solid squares. The 95% probability

intervals associated with the impulse response functions used in our estimation exercise

are indicated by the dashed lines. According to the figures, the degree of variation

across different samples and lag lengths corresponds roughly to the width of probability

intervals. Although results do change across the perturbed VARs, the magnitude of the

changes are roughly what is predicted by the rule-of-thumb. In this sense, the degree of

nonrobustness in the VAR is not great.

Finally, Figure 16 displays the priors and posteriors of the model parameters. The

posteriors are computed by two methods: the random walk Metropolis method, and

the Laplace approximation described in Section 5.4. It is interesting that the Laplace

approximation and the results of the random walk Metropolis algorithm are very simi-

lar. These results suggest that one can save substantial amounts of time by computing

the Laplace approximation during the early and intermediate phases of a research proj-

ect. At the end of the project, when it is time to produce the final draft of the manu-

script, one can then perform the time-intensive random walk Metropolis calculations.



50 10 15
−0.4
−0.2

0
0.2
0.4
0.6

Real GDP (%)

50 10 15
−0.4

−0.2

0

0.2

0.4
Inflation (GDP deflator, APR)

50 10 15
−0.5

0

0.5
Federal funds rate (APR)

50 10 15

−0.2
0

0.2
0.4
0.6

Real consumption (%)

50 10 15

−1

0

1

2

Real investment (%)

50 10 15

−0.5

0

0.5

1

Capacity utilization (%)

50 10 15

−0.6

−0.4

−0.2

0
Rel. price of Investment (%)

50 10 15
−0.2

0

0.2

0.4
Hours worked per capita (%)

50 10 15
−0.2

0

0.2

0.4

Real wage (%)

Alternative VAR specifications (all combinations of: VAR lags 1,..,5 and sample starts 1951Q1,...,1985Q4)

VAR used for estimation of the medium-sized DSGE model (mean and 95% confidence interval)

Figure 15 VAR specification sensitivity: Investment specific technology shock.

362 Lawrence J. Christiano et al.

Author's personal copy
7. CONCLUSION

The literature on DSGE models for monetary policy is too large to review in all its detail

in this chapter. Necessarily, we have been forced to focus on only a part. Relatively little

space has been devoted to the limitations of monetary DSGE models. A key challenge is

posed by the famous statistical rejections of the intertemporal Euler equation that lies at

the heart of DSGE models (see, e.g., Hansen & Singleton, 1983). These rejections of the

“IS equation” in the New Keynesian model pose a challenge for that model’s account of

the way shocks propagate through the economy. At the same time, the Bayesian impulse

response matching technique that we apply suggests that the New Keynesian model is

able to capture the basic features of the transmission of three important shocks.64 An out-

standing question is how to resolve these apparently conflicting pieces of information.

Also, we have been able to do little in the way of reviewing the new frontiers for

monetary DSGE models. The recent financial turmoil has accelerated work to
64 In our empirical analysis we have not reported our VAR’s implications for the importance of the three shocks that

we analyzed. However, ACEL documents that these shocks together account for well over 50% of the variation of

macroeconomic time series like output, investment and employment.
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Figure 16 Priors and posteriors of estimated parameters of the medium–sized DSGE model.
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introduce a richer financial sector into the New Keynesian model. With this addition,

the model is able to address important policy questions that cannot be addressed by the

models described here. How should monetary policy respond to an increase in interest

rate spreads? How should we think about the recent “unconventional monetary pol-

icy” actions, in which the monetary authority purchases privately issued liabilities such

as mortgages and commercial paper? The models described in this chapter are silent on

these questions. However, an exploding literature too large to review here has begun

to introduce the modifications necessary to address them.65 The labor market is another

frontier of new model development. We have presented a rough sketch of the

approach in CTW, but the literature merging the best of labor market research with

monetary DSGE models is too large to survey here.66 Still, these new developments
65 For a small sampling, see, for example, Bernanke, Gertler, and Gilchrist (1999); Christiano, Motto, and Rostagno

(2003, 2009); Cúrdia and Woodford (2009); and Gertler and Kiyotaki (2010).
66 A small open economy model with financial and labor market frictions, estimated by full information Bayesian

methods, appears in Christiano, Trabandt, and Walentin (2010c). Important other papers on the integration of

unemployment and other labor market frictions into monetary DSGE models include Gali (2010a); Gertler, Sala, and

Trigari (2008); and Thomas (2009).
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ensure that monetary DSGE models will remain an active and exciting area of research

for the foreseeable future.
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