Christiano
FINC 520, Spring 2007
Homework 1, due Monday, April 9.

1.

Prove:
PY1+ Y| X] = PW|X]+ P[Y2]X],

where Y] and Y; are scalar random variables and X = [X7, ..., X,,],
where X; is a scalar random variable.

Suppose x; is a mean-zero covariance stationary process. Let
_ _ P E 2 _ 2
€r = Ty (|21, 242, ...], Ee; =0".

denote the one-step-ahead forecast error in x;. Let the indeterministic
part of z; that is the subject of the Wold decomposition theorem be
denoted

e Exie_;
Zdjet—j7 dj = t2t j, j = 0,1,... .
7=0 o

Show:
Ty — P [xt|xt_37 Ti—4q, ] =&+ d1€t_1 + d2€t_2.

Consider a stochastic process with covariance function, v; = Ex.x,j,
where

,7] = ¢|‘7|, fOI" integer j?
-1 < ¢o<1.

Construct the objects in the Wold decomposition of this stochastic
process. That is, find (i) the linear representation,

Et = f (Zl?t, Ti—1, ) s

where
Et = Tt — P [l‘t|$’t,1, ] .

Also, (ii), express the {d;} identified by the Wold theorem:
P [xtfst, Et—1, ] = Z djgt_j,
=0

explicitly in terms of ¢. Finally, (iii) display 7, the purely deterministic
(i.e., perfectly forecastable) part of z;.
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4. Consider a stochastic process with covariance function, vy > 0, |y1| <
70, v; = 0, j > 2. Identify two MA(1) representations for z; :

r, = v+ 0v,_,, v, white noise with variance o2

Ty = w+ 5ut,1, u; white noise with variance ai.
Derive explicit expressions relating 6, o2, 02 to the 7;’s. Construct the
objects in (i)-(iii) in question 4. Which white noise, v; or u;, corre-
sponds to the one-step-ahead forecast error in the Wold decomposition
theorem?

5. The Markov Chain is a model of a stochastic process (see Hamilton,
section 22.2). Consider a random variable,

Ty € {xl,x2, ,x”} i

Consider the matrix
P = [py],
where
pij = prob [$t+1 =1'|r, = xj] .

(I am following Hamilton’s convention here. Ljungqvist and Sargent
and others work with P’ rather than P.) The elements of the j** column
of P is the distribution of ;1 given that x; = 27. It is easy to confirm
that the j column of P¥ is the distribution of ;. given that z, = 2.
Note that because the columns of P are probability distributions, it
must be that
JP =",

where ¢ is an n X 1 column vector with unity in each element. Note,
V/P? = /P =/, and similarly, /P* = //, as is required by the fact
that the columns of P* are probability distributions. When, a column
vector, g, and a scalar, A, satisfy the property, ¢'P = \¢g’, we say that ¢
is the left column vector of P associated with the eigenvalue, A. Thus,
we know that P has a unit eigenvalue and that the associated left
column vector is ¢.



Suppose the eigenvalues of P are all distinct, and that - apart from the
unity eigenvalue - they are all less than unity in absolute value. That
the eigenvalues are distinct implies that P can be written

P =TAT 1,

where A is a diagonal matrix of eigenvalues, T; is the i'* (right) eigen-

vector associated with the i eigenvalue (i.e., the i diagonal element
of A), where

T = [Tls..-zTn], 1

T,

Here, T} is the i’ row of T—1, which is the left eigenvector of P associ-
ated with the i*" eigenvalue. For convenience, we order the eigenvalues
so that the top left element of A is unity. Thus, T} = ¢/. Recall that

Pk = TAFTL,

so that, as kK — oo,
L

where m = T}. That is, P* converges to a matrix in which each column
is . Put differently the distribution of x;,; converges to m as k — oo,
regardless of the value of x;. As a result, the doubly infinite stochastic
process, {..., Ty_3, Tt_2, Ty_1, T, Tyi1, Tey2, --- ;18 strictly stationary, with
the distribution of z; corresponding to m, for each t.

For the remainder of this problem, consider the following two-state
Markov Chain:

, 0<a<,

P:[ «o l—«
l—« o

so that the probability of the value of x; changing is 1 — a and proba-
bility of #; not changing is o. Suppose that 2! = o, 22 = —0.

(a) Obtain analytic expressions for the eigenvalues of P, the columns
of T" and the rows of T



Compute

Yo = Exf

M = Exraen

(Hint: use the law of iterated mathematical expectations to com-
pute v : Exyxyyy = E{FE [vyx441|7]} . This requires first comput-
ing F [x441]x¢) for each possible z;.)

Show that

Vi = (20[ - 1)] "o, j > 07
and construct the Wold decomposition, (i)-(iii), in question 4.

Is the two-state Markov Chain ergodic? Explain.



