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1 Introduction

Let L,(k) bethelikelihood of amodel with k parameters based on asample of sizen, and let
k, be the correct number of parameters. Suppose that for k > k, the model with k parametersis
nested in the model with k, parameters, so that L, (k,) isobtained by setting k -k, parametersin the
larger model to constants. The Akaike, Hannan-Quinn, and Schwarz information criteria for

selecting the number of parameters are

Akaike: c,(K = -2In(L (K)/n + 2kin,
Hannan-Quinn: c,(k) = -2In(L (K)/n + 2kIn(In(n))/n,
Schwarz: c,(k) = -2In(L(K)/n + kiIn(n)/n,

respectively, i.e., k, can be estimated by

k = argmin,c (K.

2. Consistency

If k <k, then plim___In(L_(K))/n < plim__In(L, (k)))/n, henceinall three cases

N—oo N—oo

lim__Plc.(k) > ¢ (K] = 0.
For k> k, it follows from the likelihood ratio test that
2In(L,(K) - In(L (k) =4 Xk (1)
where -, indicates convergence in distribution. Then in the Akaike case,

e,k - C,(K) = 2In(L,(K) - In(L (k) - 2Akk) 4 X, ~ 2Ak-ky),
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where X~ Xﬁ,ko, hence

lim __Plc. (k) > c (K] = P[kako > 2(k-k))] > 0.

Therefore, the Akaike criterion may asymptotically overshoot the correct number of parameters.

Since (1) implies
pIimnmz(In(Ln(k)) - In(Ln(ko)))/In(In(n)) =0
and

plim, . 2(In(L(K)) - In(L,(k)))/In(n) = O

it follows that in the Hannan-Quinn case,

plim__n(c.(k) - c,()In(In(n) = 2(k-k) > 2

and in the Schwarz case,

plim___n(c (k) - c,(K)/In(n) = k-k;, > 1,

so that in both cases
lim___P[c (k) > c (K] = O.
Conseguently, in the Akaike case we have
lim Pk > k] =1, but lim__P[k > k] > 0,
whereas in the Hannan-Quinn and Schwarz cases,
lim _P[k = k] = 1.

If the model with k >k, is not nested in the correct model with k, parameters, then L (k)
isthe quasi-likelihood of a misspecified model. Hence, similarly to the case k <k, wethen have
dN(L(K)/n < plim

detect this case. Consequently, theseinformation criteriacan also be used for model selectioninthe

plim In(L(k))/n, so that all three information criteria will asymptotically
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casethat the explanatory variablesdo not have a natural ordering, but again only the Hannan-Quinn

and Schwarz criteriawill asymptotically yield the correct model.

3. Applications
31 VAR and AR modd selection
If L,(K) isthe likelihood of a Gaussian VAR(p) model,

Yt % 7 ijzlAthfj " Ut’ Ut - iid. Nm[O,Z],
where Y, ¢ R™isobservedfor t = 1-p,....,n, thenk=m+ n?.p and
_ 1 1 -
In(L(K) = —Snm - “nin[det(Z)],

where ip is the maximum likelihood estimator of the error variance X. Then we may use these

criteriato determine the order p of the VAR:
p = argmin c,"(p),

where

Akaike: Gy (p) = In(det(S)) + 2(m+m?p)/n,
Hannan-Quinn: Gy (P) = In(det(X) + 2(m+mZp)in(in(m))/n,
Schwarz: cr ¥(p) = In(det(E)) + (m+mZp)in(n)/n.

These criteria can also be used to determine the order of an AR(p) model
Y, = g + XaY + U, U~ iid N[0,67],

t

whereagain Y, ¢ R isobservedfort = 1-p,....,n, smply by replacing mwith 1 and det(ip) with

the ML estimator 6§ of the error variance o2:

Akaike: i (p) = In(82) + 2(1+pyn,



Hannan-Quinn: i (p) = In(@2) + 2(1+p)in(In(n))/n,
Schwarz: cai(p) = In(sy) + (L+p)n(n)/n.

3.2 ARMA mode specification
Similarly, inthe ARMA(p,q) case

Y, =+ XaaY + U - XLBU , U~ iid N[0,67,

these criteria become

Akaike: e (pa) = I + 2L+p+a)/n,
Hannan-Quinn: e M(pa) = IG5 + 2(L+p+a)in(in(n)/n,
Schwarz: cr/fRMA(p,q) = In(c“s;q) + (L+p+q)In(n)/n,

A

where now cs;q isthe ML estimator of the error variance o? and n is the number of observations

used in the ML estimation.

4. Designing your own model selection criterion

Consider acollection of M modelsindexedby m=1,....,M, whereeach model ischaracterized
by aparameter vector 6, of dimension k,,in aparameter space ©,, < R*". A correct model, correct
inthesensethat it hasall the propertiesthat it supposed to have, should be among these models. The
parametersin each model are estimated by minimizing an objective function Q_, (6, ), wherenis

the number of observations. Thus, each 0 _ is estimated by
0, = agminQ, (6).
00,

It is possible to set forth regularity conditions such that plim,_ Q. .(6,) = Gm(em) existsand is

finite, and denote

oo, = argminQ, (6).

0€0,,

Thisisthe pseudo-true value of the parameter vector of model m. Moreover, itispossibleto set forth



further regularity conditions such that
plim,,_. Qun(0.nr) = QuOpy-

Now divide this collection of models into two groups. Let the first group contain al the
models that are correctly specified but possibly over-parametrized, say the modelsm=1,... K <M.
Without loss of generality we may assume that model m= 1 isthe most parsimonious of the models
in this group, i.e., k; <k,for m=2,.. K, and that model 1 is nested in the other models in this
group, so that

Q,(09) = Q. (6%) for m = 2,...K.
The other group of models, for m= K+1,...,M, consists of models that are misspecified, so that
Q,(69) < Q (6 for m = K+1,..,M.

The customized model selection criterion then takes the form

Co(M) = Q61 + plky,.N)

where p(k ,n) is a penaty function satisfying lim__p(k ,n) = 0 for m=1,..,M. For m =
K+1,..,M, wehave plim__(c.(m) - ¢ (1) = Q. (0n) - Q.67 > 0 andthus

lim___P[c(m) >c (1] = 1for m=K+1,..,M.

In order to select the most parsimonious model from the set of (over-parametrized) correct models,
we need afurther condition on the penalty p(k_,n). This further condition depends on therate 3,
of convergence in distribution of B, (Q, .(0,) - Q,.(6,,,)) for m=2,...K. In the log-likelihood
cae B, = n,,ie,if -nQ (6, ) istwo-times alog-likelihood then we have seen above that
N[Q,O01) ~ QuuaOme)] = %, k-

Let o, be asequence of positive numbers converging toinfinity suchthat o /B, -~ 0. Then

plim, 0. [Q, (6, ) - Q..(6,)] = 0for m=2._.K

Next, specify the penalty function p(k_,n) such that



lim __ap(k ,n) = B(km),
where p(K) isincreasing in k. For example, let p(k,n) = Klo,. Then plim _ o (c(m) - c (1)) =
E(km) - E(kl) > 0, sothat

lim_ __P[c(m) >c (1)] = 1for m=2,.K.

Consequently, choosing the model according to

m = argminc (m)
m=1,..M

will asymptotically yield the most parsimonious correct model, i.e., if model 1 isthis model then
lim _P[m=1] = 1



