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For B a subset of a Euclidean space, let B̊ denote its interior. Recall that V denotes the limit of the belief-free
equilibrium payoff set, as δ tends to 1, given that a public randomization device is available. We show that:

Lemma 1 In the positive case, if v ∈ V̊ , then there exists δ̄ < 1 such that, for all δ > δ̄, v is a payoff vector
achieved by a belief-free equilibrium without any public randomization device.

Proof. Suppose that v0 ∈ V̊ is a belief-free equilibrium payoff. Then, by Proposition 5, there exists p =
(p1, . . . , pJ), p ≥ 0,

P
j pj = 1, such that:

pMi > v
0
i > pmi, i = 1, 2

where the inequalities can be taken to be strict as v0 ∈ V̊ . Therefore, there exists δ̄ < 1 and a finite sequence
{jk}Kk=1, j ∈ J , such that, for δ > δ̄,

qtMi > v
0
i > q

tmi, i = 1, 2, all t.

where:

qtj = (1− δ)
∞X
τ=t

δτ−tI{τ=k (modK)}, j = jk.

and I{x=y} = 1 if x = y, and 0 otherwise.
We consider the sequence of regimes Aj1 , Aj2 ,. . . ,AjK , Aj1 ,Aj2 ,. . . ,AjK ,. . . That is, we consider a cyclic

sequence of regimes with cycle Aj1 , Aj2 ,. . . ,AjK . Thus, qt = (qt1, . . . , q
t
J) defines a probability measure that can

be interpreted as the occupation measure, from period t on, given discount factor δ, over the different regimes,
for the sequence under consideration.
By definition of Mi and mi, there exists, for each player i = 1, 2, and each regime Aj , a pair
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of functions satisfying Eq.(4) and (5). Define a Markovian strategy

for each player i = 1, 2 as follows:
(i) the state space in period t is [qtm−i, qtM−i].
(ii) the initial state is v0−i, the equilibrium value to be achieved. Let Aj be the regime in period t, given the

sequence described above.
(iii) at any state v−i ∈ [qtm−i, qtM−i] such that v−i = λqtm−i + (1− λ) qtM−i, player i plays αA

j

i with
probability λ and αA

j

i with complementary probability.
(iv) (a) if the mixed action used by player i in period t is ᾱA

j

i , the realized action is ai ∈ Ai and the signal
observed is σi ∈ Σi, the next period state, v0−i, is given by:

v0−i =
1− δ

δ

³
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−i (ai,σi)−MAj

−i
´
+
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δ
,

which is an element of
£
qt+1m−i, qt+1M−i

¤
by construction.

(b) if the mixed action used by player i in period t is αA
j

i , the realized action is ai ∈ Ai and the signal observed
is σi ∈ Σi, the next period state, v0−i, is given by:

v0−i =
1− δ

δ
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,

which is an element of
£
qt+1m−i, qt+1M−i

¤
by construction.

This pair of Markovian strategies is a sequential equilibrium and achieves the payoff vector v0. A similar
argument applies to the abnormal case, and the proof in the negative case is standard.
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