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Preface

Experiments are a central methodology in the social sciences. Scholars from every discipline regularly turn to experiments. Practitioners rely on experimental evidence in evaluating social programs, policies, institutions, and information provision. The last decade has seen a fundamental shift in experimental social science thanks not only to their emergence as a primary methodology in many disciplines, but also to technological advances and evolving sociological norms (e.g., open science). This book is about how to “think” about experiments in light of these changes. It argues that designing a good experiment is a slow moving process (given the host of considerations) which is counter to the current fast moving temptations available in the social sciences. The book includes discussion of the place of experiments in the social science process, the assumptions underlying different types of experiments, the validity of experiments, the application of different designs (such as audit field experiments and conjoint survey experiments), how to arrive at experimental questions, the role of replications in experimental research, and the steps involved in designing and conducting “good” experiments. The goal is to ensure social science research remains driven by important substantive questions and fully exploits the potential of experiments in a thoughtful manner.
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Chapter 1: Why a Primer on Social Science Experiments?

In the 1909 American Political Science Association’s presidential address, A. Lawrence Lowell stated “We are limited by the impossibility of experiment. Politics is an observational, not an experimental, science…” (Lowell 1910: 7). One hundred and ten years later, the Association’s president, Rogers Smith (2020: 15), raised the question of “whether an excessive emphasis on experiments will unduly constrict the questions political scientists ask…” Clearly, much has changed in political science.\(^1\) The same can be said about many social science disciplines where experiments have evolved from a non-existent method to an accepted method to a primary method. Even psychology – where experiments have forever been a central approach – has experienced substantial changes in the last decade due to shifts in the social sciences. Specifically, massive technological advances have facilitated data access and analysis,\(^1\)

---

\(^1\) While not my focus, another contrast between Lowell and Smith concerns their perspectives on race. Lowell served as the President of Harvard from 1909 to 1933, during which time he attempted to ban African-American students from living in freshman halls (Sollers et al. 1993). In contrast, a fair amount of Smith’s work explores the incorporation of minorities into political life, such as pointing out the United States has an ascriptive tradition that involves sexism, racism, and nativism (Smith 1993). He states in his presidential address, “we are not going to be able to understand major political developments of the past, present, and future if we do not explore more deeply the politics of identity formation, using all methods that can help” (12). This comparison reveals the extent to which the discipline has changed from one that largely ignored race for the first part of its history (Blatt 2018) to one that is now recognizing the central role of studying race and identity.
and social scientists from all disciplines have called for more “open science” practices that involve transparency and replication. There is a concern, however, that these changes may cause experimentalists to become “methods driven,” neither asking appropriate questions nor maximizing the potential of the method (e.g., Thelen and Mahoney 2015: 19). These apprehensions accentuate the need for careful discussion of the experimental method. That is the goal of this book: the hope is to provide readers with a way to “think” about experiments, both as users and consumers.

I do this from the perspective of a political scientist and thus I discuss the evolution of experiments in political science and use many examples from political science. That said, the arguments I make and the suggestions I offer apply to any social science application of an experiment – which as will be discussed in detail – I define as a study where an intervention (by a researcher or a natural event) provides the primary mechanism by which one attempts to make a casual claim. What follows can be read by those with no background and/or interest in political science.

To be clear, this manuscript is not a vigorous defense of experiments, although it will become apparent that experiments have far-reaching applications. Further, the book is neither a textbook on experimental design and analyses – many such treatments exist – nor an advanced discussion of new developments, which is available in Druckman and Green’s (2021) edited volume. Instead, the book is advisory and cautionary. As social scientists forge ahead with experiments, it is crucial they do so in the most productive and careful manner, remembering what experiments are for, why and when they should be used, and how they should be designed, implemented and evaluated. In short, this book will help social scientists think about experiments more productively.
My argument can be summarized as follows: in some sense, the social sciences have become fast moving – computing technology and easily accessible data sources have led to an explosion of experiments. This follows since the historic challenges for experiments involved computing and data limitations. Today, experiments seem often to be designed and implemented quickly and not connected to the full scientific process. I argue the result is a problem. Specifically, experiments need to be thought of as one part of a scientific process and not the first part. They need to be used when appropriate and build on / have an interplay with questions, observations, and theory. Moreover, conducting a quality experiment requires thinking through a litany of decisions, ranging from how to think about problems of casual inference to considering various counterfactuals to how to interpret replications. A good experiment is slow moving (given the host of considerations) which is counter to the current fast moving temptations available in the social sciences. This book is about thinking through the parts that make it slow moving.²

I make this argument by discussing the following.

² In so doing, I hope to make clear that, counter to Smith’s (2020) assessment, experiments when done carefully need to not constrict their reach – however, I simultaneously emphasize Smith’s point that experiments have a place in the scientific process and the key to exploiting their power is to understand that place, including their limitations. Put another way, I follow Smith’s (2020: 16) advice to “find ways to place our particular studies more explicitly in broader accounts of politics that can credibly indicate their importance.” Smith (2020: 15) further states that the “contributions of this experimental turn are undeniable…” My hope is this book will help make them even greater.
• How to think about the place of experiments in the social scientific process – that is, addressing the question of what role experiments play in the accumulation of knowledge (e.g., relative to theory building and other steps in the scientific method).

• How to arrive at questions that experiments are useful to answer.

• How to think about the assumptions underlying different types of experiments.

• How to think about evaluating the realism and validity of experiments, as well as assessing experimental samples.

• How to think about new experimental designs.

• How to proceed after an experiment is completed, and particularly how to think about the replication of experiments.

• How to think about the process of designing and conducting a “good” experiment; by this I do not mean the technical design details but rather all of the steps one should take to ensure experiments connect to theory and advance knowledge.

My approach seeks to broaden conversations about experiments by placing them in the larger research process where one must consider issues that ostensibly have little direct connection to experimental design (e.g., questions of sampling and measurement) but are essential if one hopes to design optimal experiments. At the same time, it focuses discussion by highlighting the need to attend to precise causal inference assumptions and counterfactual thinking. Further, I offer somewhat contrarian views on experimental realism and validity – perspectives that also lead to some cautionary notes when it comes to open science practices such as pre-registration and replication. Some highlights of the points I make include the following.
• Experiments are useful only if there exists a substantively grounded question, a well-defined target population, carefully constructed measures, and clear points of comparisons. Many extant experiments fail to explicitly consider these issues. (Chapter 2.)

• All experiments – whether using random assignment or relying on experimental control – involve assumptions about causal inference that often receive scant consideration. (Chapter 2.)

• The goal of an experiment is to generalize a causal relationship – in many, but not all cases, the size of the relationship from a single experiment is less important, and the sample used to document the relationship is not crucial. (Chapter 3.)

• In most cases, assessing whether experimental treatments resemble the “real world” is misguided, as the focus should be on the theoretical construct of interest and ensuring successful delivery of the treatments. (Chapter 3.)

• Generalizing an experimental result is more complicated than evaluating the “representativeness” of the sample. In fact, the representativeness of the sample only matters when causal effects differ across relevant people (or there are clear applied goals). (Chapter 3.)

• Recent design innovations that use audit field experiments and conjoint survey experiments offer many opportunities, but these designs have limitations and are only useful under particular circumstances. Ultimately, an experimental design is only as good as the question being addressed and the hypotheses being tested. (Chapter 4.)
• The process of asking good questions for experiments come from assessing the world and the field, socializing with a diversity of people, and building on prior experiments that did not go as planned. (Chapter 5.)

• Implementing a good experiment requires the documentation of every decision in detail but that does necessitate the formal registration of a pre-analysis plan. Such a plan, if done, should not constrain an experimentalist from exploratory data analyses or incorporating theoretical ideas that had not been initially considered. (Chapter 5.)

• After an experiment is done, repeating it for replications sake has limited value; however, replication can be used as a route to innovation (by extending prior designs) and aggregation so as to isolate the size of an effect. (Chapter 5.)

• Despite all the innovations in experimental social science, the steps needed to design a quality experiment remain the same and requires situating experiments in the entire scientific process. This starts with asking a relevant substantive question and, from there, involves a lengthy iterative process, but one that is doable and rewarding. (Chapter 6.)

Who would want to read this book? I hope the material is relevant to any social scientist, including students who are just learning about social science. Those who regularly conduct experiments may find that some parts are familiar but that other parts provide novel views. Those who do not engage in experimentation, or even begrudge experiments, may learn about the logic of experimentation, novel applications, and/or how to interpret and generalize experiments. These have become requisite skills for reading social science literatures.

I proceed in this chapter with a discussion of the evolution of experiments, illustrating this development through the field of political science. I argue that the discipline currently finds itself in a new era, parts of which apply to all of the social sciences. This new era began around
2010 and reflects the confluence of experiments achieving widespread acceptance in the discipline, technological advances, and the open science movement (these latter two dynamics have affected all of the social sciences). The era introduces many opportunities but also novel challenges. Ironically, the ease of conducting experiments today has the potential to undermine their quality. I conclude the chapter by discussing the motivation for the primer and reviewing the remainder of the book.

**The Evolution of Experiments**

In their foundational text on quasi-experiments, Campbell and Stanley (1963: 3) explain that we must “justify experimentation on more pessimistic grounds – not as a panacea, but rather as the only available route to cumulative progress. We must instill in our students the expectation of tedium and disappointment and the duty of thorough persistence… We must expand our students’ vow of poverty to include not only the willingness to accept poverty of finances, but also a poverty of experimental results.” This pessimistic portrayal reflects the prevailing reality of experiments for much of social science history: experimentalists had to overcome the logistical challenges of and limited opportunities for data collection. For example, in the first random assignment experiment published in the *American Political Science Review*, Eldersveld (1956) relied on 50 students and four staff members to work for about 400 hours so as to study 500 subjects – that is, it was far from a straightforward process. Iyengar et al.’s (1982) seminal agenda setting experiment had all of 28 subjects while Druckman’s (2001) study of framing had 264 subjects but took roughly five months to collect the data. In addition to the shortage of readily available experimental subjects (even student subject pools can be used for only so many experiments), experimentalists also faced the inevitable occurrence of null results. These results
were rarely published, which led Ioannidis (2005) to famously claim that “most published research findings are false.”

In the last few decades, experimentation has dramatically changed. Data collection opportunities are plentiful thanks to crowdsourcing platforms, internet panels, social media contacts, and elite samples via e-mail. Computing advances allow for large-scale experiments, sometimes on literally millions of participants (e.g., Bond et al. 2012). Moreover, scholars no longer dismiss null results as inherently uninteresting thanks to the recognition that only publishing statistically significant results can skew the published research record. These developments bring with them new opportunities but also a new type of possible poverty. The ease of data collection and acceptance of non-findings means scholars might be less incentivized to design and implement quality experiments: there is much less at stake with each experiment given the relative ease of data collection and increasing acceptance of null results. On the latter, it has become essential to distinguish meaningful null results from a carefully constructed and implemented experiment as opposed to those from a poorly designed study. In short, the concerns are a poverty of poor designs, inappropriate analyses, limited use of data, and/or flawed interpretation. Even an infinite amount of data cannot compensate for a thoughtlessly designed experiment. This makes it all the more important to ensure that experimentalists design sound studies and properly analyze, interpret, and present the data from particular samples. To situate the relevance of the aforementioned concerns, I next turn to an overview of how political science (as an example) arrived at its current state when it comes to experiments.

*The Expansion of Experiments in Political Science*³

---
³ Parts of this and the next section come from Druckman and Green (2021).
As mentioned, the lessons that follow apply to any social science discipline, but in this section I offer an example of how experiments have emerged in my home discipline of political science. Similar trends, albeit at different points, have occurred in other disciplines such as economics and sociology. While psychology is a clear exception, having used experiments since the start, the changes I discuss in the next section – regarding technological change and open science – are if anything most consequential in psychology.

When it comes to political science, the Lowell quote with which I started the book makes clear that experiments were not present when the discipline launched. With a few notable exceptions – such as Gosnell’s (1926) study of voting mobilization – experiments remained, at best, peripheral through most of the 20th century. The 1950s and 1960s saw some activity with a research program that used role-playing experimental simulations to test how situational factors affect decisions to go to war and international negotiations (e.g., Hermann and Hermann 1967, Mahoney and Druckman 1975, Guetzkow and Valadez 1981). A bit later, a short-lived journal titled The Experimental Study of Politics appeared. The status of experiments began to notably change, however, in the late 1980s and 1990s with experiments on Congressional committee decision-making (Fiorina and Plott 1978), media effects (Iyengar and Kinder 1987), elections (McKelvey and Ordeshook 1990), and public opinion (Sniderman et al. 1991) (also see Kinder and Palfrey 1993).

This slow emergence can be seen by charting the number of experimental articles in the discipline’s flagship journal, the American Political Science Review (APSR), as documented in Figure 1-1. There were no experimental articles from 1906 to 1956 and thus the figure begins in
the 1950s and continues through 2019, reporting the number of experimental articles by decade.\(^4\) (This is not a cumulative count of articles but rather the specific number by decade.) The figure reveals the aforementioned bump in the 1980s and 1990s and also shows the continuing increase in subsequent decades to 31 in 2000 to 2009 and 84 from 2010-2019.\(^5\) The figure supports the claim that experiments moved from being a non-existent/marginalized method to an accepted method to a primary method.

\(^{4}\) For the content analysis, I use a broad definition of “experiment” that includes experiments that rely on random assignment, that pay subjects based on their behaviors, and that exploit random or near random natural variations (i.e., “natural experiments”). I offer a formal definition of experiment in Chapter 2. I extend the timeline from Druckman et al. (2006) (also see Rogowski 2016). The total number of yearly articles in the journal remained fairly constant and thus any changes in the number of experimental articles does not reflect alterations in the total number of articles published. Finally, as with Druckman et al. (2006), I exclude Gosnell (1926) since he does not employ random assignment or other control mechanisms.

\(^{5}\) Druckman and Green (2021) report results from the same content analysis. However, their coding ended as of May, 2019 (and any article posed online at that point) whereas my analysis includes all published articles in 2019 (and thus includes 9 papers that had not been posted at the time of Druckman and Green’s analysis).
While any division into particular “eras of experimentation” would contain an arbitrary element, I label three periods. First is the “pre-experimental period” that lasted until roughly 2000. As explained, the end of this period included the publication of some influential experiments; however, applications remained concentrated in a few substantive areas and experiments ostensibly were not a core part of political science curricula. For instance, in their oft-used methods text from 1994, King and his colleagues (1994: 125) provide virtually no discussion of experimentation, stating only that experiments are helpful in so far as they “provide a useful model for understanding certain aspects of non-experimental design.”

---

6 That said, I agree that one could reasonably argue that the 1980s-1990s should be differentiated from the pre-1980s, given the growth of experiments in that time period (see Figure 1-1). Alternatively, one could merge the 1980s-1990s with 2000-2009, although, as explained shortly, two major events (i.e., Gerber and Green (2000) and the start of the Time-sharing Experiments for the Social Sciences program) signal a qualitative shift in the availability and use of experiments around 2000.
The “experimental political science 1.0” era, starting around 2000, saw the method become more mainstream/accepted as demarcated by two events. First, in 2000, Gerber and Green (2000) published their field experiment on voter mobilization. This study involved randomly assigning roughly 30,000 registered voters to receive non-partisan get-out-the-vote messages through personal canvassing, direct mails, or telephone calls. One of the more notable findings is that personal canvassing by far has the largest impact on mobilizing voters. The paper offered practical lessons for those interested in increasing turnout and spoke to an ostensible paradox at the time concerning the decline in voting turnout, linking it to the decrease in face-to-face mobilization. The paper accentuated the power of experiments for academics and practitioners. It also was only the third field experiment published in the APSR, and the first in nearly 20 years. The confluence of the widely discussed results along with the re-introduction of the field experimental method stimulated others to turn to field experiments. It sparked burgeoning literatures on voter mobilization (e.g., Nickerson 2008, Green et al. 2013) and vote choice (Wantchekon 2003), and more generally, ushered in the use of field experiments in other subfields (e.g. Findley et al. 2014, Hyde and Marinov 2014). It also cohered with the expansion of field experiments in other disciplines (e.g., Bloom 2005).

Second, in 2001, Time-sharing Experiments for the Social Sciences (TESS) was established with support from the National Science Foundation. TESS capitalizes on economies

---

7 Since 2000, roughly 30 field experiments have been published in the APSR and the Annual Review of Political Science has published several reviews of field experiments on a range of topics, including collective action (de Rooij et al. 2009), developmental economics (Humphreys and Weinstein 2009), political institutions (Grose 2014), and international relations (Hyde 2015).
of scale to enable scholars from across the social sciences, on a competitive basis, to conduct survey experiments on probability-based samples of the U.S. population (see Mutz 2011). Since its founding, TESS has supported more than 550 experiments. Clearly, the first decade of the 21st century saw the confirmation of experiments as a mainstream method.

Another change occurred about a decade into the 21st century, with the discipline establishing two major experimental institutions. This could be called “experimental political science 2.0.” In 2009, Evidence in Governance and Politics (EGAP) formed as a network for those engaged in field experiments on governance, politics, and institutions. As it grew in membership and capacity, EGAP also expanded its worldwide outreach efforts to include instruction on experimental methods across the Global South. Then, in 2010, the first meeting of the American Political Science Association’s section on Experimental Research took place, and a year later it voted to launch the *Journal of Experimental Political Science* (the first issue of which appeared in 2014).8

These institutions reflected and further stimulated the use of experiments, as is made clear in Figure 1-1 with 84 experiments published in *APSR* since 2010 (as noted). The number of

---

8 Examples of other institutional developments in political science include the launching of subject pools in more than a dozen departments (Druckman et al. 2018a: 624) and the start of a Routledge book series focused on experimental political science. These institutional innovations too were accompanied by some notable publications. This list includes the explosion of experimental articles using Amazon’s Mechanical Turk to furnish research participants (Berinsky et al. 2012, Mullinix et al. 2015) and, in 2011, the *Cambridge Handbook of Experimental Political Science* (Druckman et al. 2011).
experiments not only substantially increased but the reach of experiments also expanded to new domains. Examples include the study of elite responsiveness (Butler and Broockman 2011, Grose 2014, Costa 2017), social media communications (e.g., Settle 2018), governmental threats to use force (e.g., Tomz 2007, Kertzer and Brutger 2016), election monitoring (Hyde and Marinov 2014, Ichino and Schündeln 2012, Buzin et al. 2016), foreign aid (Beath et al. 2013), and governance and accountability (Dunning et al. 2019).\textsuperscript{9} It is telling that, since 2010, roughly 44\% of the experimental articles published in the APSR can be classified in the field of comparative politics (up from 19\% during 2000-2009 and 2\% during 1956-1999).\textsuperscript{10}

In sum, the last decade has seen a dramatic growth of experimental approaches across political science. It is clear that political scientists think about and apply experiments in a very different manner than a decade ago: they think of experimentation as a primary methodology and apply it in novel domains. Understanding this new era of experimentation (starting around 2010) requires more than recognition of the growth of experiments, however. The basic nature of experimentation, across the social sciences, has changed due to technological advances and the open science movement.

\textit{Technological Change and Open Science}

\textsuperscript{9} The last decade also has seen new methods, with experiments increasingly using novel types of designs (e.g., conjoint survey experiments, audits) and samples (e.g., crowdsourcing platforms, social media) (see Druckman and Green 2021 for details). I discuss these developments in later chapters.

\textsuperscript{10} These percentages come from a content analysis of the articles displayed in Figure 1-1.
The initial emergence of experiments (in the “pre-experimental era”) followed on the heels of several technological advances. In the 1980s, the advent of computer-assisted telephone interviewing facilitated the implementation of phone-based survey experiments (Sniderman and Grob 1996). The pace of technological change has, if anything, accelerated in recent years. The costs and logistical challenges of data collection have dramatically dropped (e.g., Groves 2011), enabling researchers to access survey and behavioral data at a notably larger scale (e.g., Bond et al. 2012).

Consider four dynamics. First, as intimated, data are now much cheaper and easier to obtain thanks to the internet and the emergence of crowdsourcing platforms and commercial internet survey panels. These data can then be shared due to the growing use of public data repositories, such as Dataverse and Github. Second, social media offer researchers access to behavioral data and the opportunity to intervene experimentally (e.g., Kramer et al. 2016, Guess 2021). Third, the advent of portable computers with high resolution screens has made it easy for researchers to deploy surveys and lab-like treatments in field settings, which dramatically lowers logistical costs. Fourth, advances in computing allow researchers to analyze high-dimensional data, which is to say data with large numbers of predictors or measurements.

Apart from technological advances, the social sciences have become increasingly attuned to challenges of accumulating knowledge given perverse incentives to exaggerate the size and statistical significance of treatment effects or, conversely, to bury weak or unexpected findings. The tendency for journals to publish splashy, statistically significant findings is often termed publication bias (Brown et al. 2017). Evidence of this bias in many disciplines is not new, but political scientists have only recently begun to document it (e.g., Gerber et al. 2010, Malhotra 2021). One response to publication bias has been a call for more replications: emulating the
extant study’s procedures but with new data (e.g., OSC 2015, Coppock et al. 2018). Scholars can undertake such replications in part because of a push for researchers to make their procedures, stimuli, surveys, and data publicly available. In political science, for example, most general and experimental journals require data access upon publication (Lupia and Elman 2014). The opportunities that come from data sharing and related initiatives have invigorated a call for “open science” (Nosek et al. 2015, Christensen et al. 2019) that includes standards for transparency, pre-registration of studies and analysis plans, and incentives for replication. In short, fundamental technological and sociological changes concerning open science have transformed social science experimentation.

**Why a Primer?**

The current state of experimentation can be characterized by the explosion of new data sources, the use of new measurement techniques, the introduction of previously underutilized designs, advancements in statistical methods, increased discussion about robustness and generalizability, and applications of experiments to more areas of study (Druckman and Green 2021). Conducting and publishing experiments is much easier than it was a few decades ago, and there are novel issues to consider (e.g., new sampling possibilities, design options, and open science considerations). Consequently, now is the time for a primer on experimental thinking – a call to step back and assess how to think about these opportunities. This approach will ensure that experimentalists do not move so quickly that they lose sight of (1) what experiments can contribute, and (2) the place of experiments in the larger social science enterprise. The ultimate goal is to help experimentalists conduct high quality, substantively relevant studies and avoid the aforementioned “new poverty” of experiments.

**Book Outline**
This book focuses on how to think about experiments, including the role of experiments in the research process, the validity of experiments, experimental designs, and the process of asking experimental questions and considering the role of experimental replications. These topics are fundamental to any experimental approach, and therefore sensible areas to cover in a primer on developments in the social sciences. This means, however, that I do not cover certain subjects, perhaps most notably ethics and advanced statistical techniques. The exclusions are not meant to minimize the importance of these (and other) areas. Rather, I opt for essential foci in thinking about experiments that can be suitably covered in a relatively short book.\textsuperscript{11}

The book contains five additional chapters, which are written in an interlinked fashion to make the central point that, as stated, a good experiment is slow moving (given the host of considerations that are covered in this book) which is counter to the current fast moving temptations available in the social sciences. Chapter 2 starts by placing experiments in the scientific process – experiments are only useful in the context of well-motivated questions, thoughtful theories, and falsifiable hypotheses. I then turn to sampling and measurement since careful attention to these topics, despite being often neglected by experimentalists, are imperative. In the remainder of Chapter 2, I offer a detailed discussion of causal inference that I use to motivate an inclusive definition of “experiments.” I view this as more than a pedantic exercise, as careful consideration of approaches to causal inference reveals the often implicit assumptions that underlie all experiments. I conclude the chapter by touching on the different goals experiments may have and the basics of analysis. The chapter serves as a reminder of the

\textsuperscript{11} Druckman and Green’s (2021) edited volume provides a comprehensive treatment of the full range of experimental topics. Also, on ethics, see Desposato (2018).
underlying logic of experimentation and the type of mindset one should have when designing experiments. A central point concerns the importance of counterfactual thinking, which pushes experimentalists to think carefully about the precise comparisons needed to test a causal claim.

Chapter 3 focuses on how to think when evaluating experiments. This includes a discussion of realism, particularly why mundane realism or resemblance to the “real world” receives far too much attention, as well as an overview of how to design experimental treatments. The chapter then turns to validity issues, offering a new way to think about external validity in assessing experiments. This includes a detailed discussion of sampling and why the onus should be more on critics of an experimental sample than on the experimentalist him/herself (i.e., to justify a sample).

In Chapter 4, I turn to experimental designs, focusing on three designs that have gained prominence in many social science applications in the last decade: audit field experiments, conjoint survey experiments, and lab-in-the-field experiments. These three designs also provide readers with examples of a type of field experiment, survey experiment, and lab experiment, respectively – the three conventional “types” of experiments employed in the social sciences (Druckman et al. 2011). The chapter reviews the basics of each design and provides prominent examples. Importantly, it also discusses limitations and challenges of the designs, or put another way, how to think about these new designs. This chapter includes a brief overview of “public policy experiments”: it does so given the recent rise in studies of political elites which ultimately connect to policy-making and responsiveness. The chapter makes clear that the substantive questions being explored should drive experimental design choices and not vice versa.

Chapter 5 delves into the steps that occur prior to, during, and after an experiment – including arriving at questions to explore with an experiment, documenting the steps in the
process of conducting an experiment, and considering whether to replicate one’s findings after an experiment. This discussion touches on the themes of the aforementioned open science movement, offering in many instances a cautionary perspective.

The final chapter (Chapter 6) touches on designing “good” experiments. The primary point is that regardless of changes, the fundamentals of conducting a sound experiment remain the same. I offer a list of steps that should be taken for any design. The ultimate goal is to place experiments – and recent developments in designs, sampling, and practice – in the larger landscape of the ever-changing social sciences.
Chapter 2: The Scientific Process and How to Think about Experiments

This chapter serves as a precursor. Most treatments of experiments begin with a definition; yet, I start with prior considerations including the place of experimentation in the scientific process, as well as discussions of sampling and measurement. While these latter topics are often covered in research design or statistics textbooks, many experimentalists ostensibly ignore them in practice. This leads to lower quality experiments and less progressive research agendas. I highlight essential points that need explicit attention prior to conceiving of an experiment. I then offer a discussion of causation which leads me to an inclusive definition of “experiment.” I differentiate types of experiments and highlight variations in experimental goals. I conclude the chapter with a brief discussion of analyses as it pertains to design issues. My goal is to highlight a host of often overlooked considerations and assumptions that underlie any experiment. I also aim to situate experiments in the larger social science research process – by this, I mean the role experiments play in the accumulation of knowledge (e.g., relative to theory building and other steps in the scientific method).

The Scientific Process, Sampling, and Measurement

Science involves a process that produces systematized knowledge. For most, this involves the “scientific method.” The basic method involves five steps: 1) ask a question, 2) develop a theory to answer the question, 3) derive testable hypotheses, 4) collect data to test those hypotheses, and 5) analyze the data. Other components involve external review, replication, and ensuring that hypotheses are falsifiable (i.e., can be proven incorrect) (Popper 1959, 1962).

Let us consider an example, one I will invoke several times throughout the book. It starts with a substantive research question: “does media coverage of campaign finance reform policies
affect opinions about those policies?” One might theorize that since people often depend on the
mass media for political information, especially on issues that are more removed from their
everyday lives, then media framing of the issue will shape individuals’ opinions. It might be that
media coverage focusing on the impact of special interests in “buying campaigns” will lead
people to support policies limiting such interests (i.e., more restrictive campaign finance laws).
The hypothesis is: “compared to those not exposed to media coverage, those exposed to coverage
on how campaign finance laws will limit the influence of special interests will become more
supportive of such laws, all else constant.” The test might involve surveying people and asking
them whether they were exposed to relevant media stories and about their opposition or support
for campaign finance laws. One would then analyze the survey to assess whether those exposed
exhibit greater support than those not exposed. If there exists a significant difference, it would
constituent evidence consistent with the hypothesis; if not, the hypothesis can be rejected and
one would have to dismiss or modify the theory. In that sense, one can never “prove a theory”:
instead, one continues to test a hypothesis that is assumed to be accurate until proven incorrect or
falsified.

To be clear, my characterization of the scientific method is both debated and idealized;
science in practice typically is messier (e.g., Sokal and Bricmont 1997). Failure to find evidence
for a hypothesis need not lead one to abandon a theory entirely but instead can generate
refinements and auxiliary hypotheses (e.g., Kuhn 1962, Lakatos 1970). Moreover, falsification –
i.e., researchers make testable claims that future observations might reveal to be false (i.e.,
refutation) (e.g., Popper 1959, 1962, 1974, Miller 1985) – has evoked crucial debates concerning
its application in science (for general discussion, see Miller 1994, Oreskes 2019: 15-68). Nonetheless, I will appeal to falsification at several points because it serves as a basic albeit idyllic standard to assess scientific progress, especially with respect to experiments (e.g., Cook and Campbell 1979: 25).

Put another way, the scientific method and the idea of falsification serve as useful heuristics when it comes to thinking about social science experiments and their place in research programs. For political science, the questions asked come from subfields such as American politics, comparative politics, international relations, and political philosophy. As a discipline defined by context rather than methodology (Druckman and Lupia 2006), theories come in a host

12 These include, for example, that scientific communities sometimes are unable to differentiate whether a given observation falsifies a theory, that it is not an accurate portrait of science in practice since many refuse to abandon falsified theories even in the absence of auxiliary hypotheses, that science is more of a community with norms than an individual endeavor, and that the idea of relying on corroborated rather than falsified theories is underdeveloped particularly since even a corroborated theory cannot be assumed to be correct.

13 I also make arguments later in the book that may ostensibly challenge this portrait of the scientific method and falsification. For example, with regard to the former, I will discuss the invariable back and forth between theory and data. With regard to the latter, I will suggest that an experiment that refutes a hypothesis may do so for many reasons (including methodological ones), an approach that coheres with distinct philosophies of science. My goal though is not to deeply engage with alternative perspectives but rather to use the scientific method and falsification as baselines for discussion.
of guises ranging from formal theory to psychological models to historical narratives and more. The same can be said of other social sciences, to varying extents (e.g., even in economics, some rely on analytic narratives or behavioral theories). Further, there exists no agreement on what constitutes a “good theory” – deductive validity, parsimony, psychological realism, etc. Nonetheless, a primary goal, though by no means the only one, is to arrive at generalizable causal (falsifiable) statements relevant to the social, economic, and/or political world (King 1991: 1049).

The focus of this primer concerns how to test such statements (i.e., the fourth step in the idealized scientific method). There exists a multitude of approaches for conducting such tests including case studies, ethnography, focus groups, surveys, experiments, and so forth. Regardless of the method employed, questions of sampling, measurement, and analysis arise. While the discussion that follows may be review for many readers, the crucial point is that, even so, many researchers ostensibly do not sufficiently attend to these questions. This is especially true when it comes designing and conducting experiments.

**Sampling**

Most propositions involve assertions about some type of group – in the prior example, this might be all Americans, or all media consumers. Alternatively, one could study countries with the intent to understand the conditions that lead to war or trade agreements, or elected officials to isolate when they implement policies that align with public opinion, or international negotiators with the goal to discover when they display greater flexibility.

The first step involves identifying the population of interest – that is, to whom does the hypothesis apply? Identifying the population is a crucial, often missed step in experiments (Westreich et al. 2019: 439). As noted, the aforementioned hypothesis regarding media exposure
could concern all members of the U.S. population, only television viewers, or even only viewers of conservative media. Which population one studies can dramatically change the conclusions one reaches and should be determined by theory (i.e., step 2 in the scientific process). It may be that U.S. residents, on average, are moved by a special interests campaign finance story; that regular television viewers are less moved due to strong prior opinions developed from watching different news (e.g., coverage that focuses on campaign finance as a free speech issue); and that conservative viewers are not moved at all given a predilection to oppose government regulation. Researchers need to not only specify the population prior to data collection, but should also consider it at the theorizing stage – and be explicit in doing so.

If one collects data from all members of the population, it constitutes a census; unless one’s population consists of a small number of relatively accessible units (e.g., a class, a small set of countries), obtaining a census quickly becomes infeasible given the time, cost, and the reality of non-response. Instead, then, one draws a sample – and as Piazza (2010: 139) states, the idea of sampling “is really quite remarkable.” In essence, to make a statement about the entire population, a researcher need only collect data from a small subset, a sample of the population. In the ideal, one collects a probability sample where every unit (e.g., individual, country, elected official, negotiator) in the population has a known and non-zero chance of being in the sample. When this is done, in all likelihood, the sample will reflect the population and even a small sample allows for generalizable (causal) statements about the population.

For example, assume the population for the media example is all U.S. residents and the researcher obtains a random sample; this would require not only identifying and locating those chosen at random but also ensuring that they report their exposure to campaign finance media coverage (that focuses on special interests) and their level of support for campaign finance laws.
These data may show, for example, that those exposed are 10% more likely to be supportive of campaign finance laws (compared to those not exposed). That 10% effect constitutes a statistic one can use to infer the population parameter (i.e., the actual effect of special interests media exposure among all U.S. residents). Doing so involves basic statistics – i.e., engaging in hypothesis testing where one computes the probability of no actual relationship (i.e., the null hypothesis) in the population, given the observed relationship in the sample. If that probability is low, which often is taken to mean less than .05, one can reject the null hypothesis of no relationship and conclude that exposure to media frames of special interests correlates with the audience being more supportive of campaign finance laws.\textsuperscript{14} Importantly, one can arrive at a conclusion about these types of relationships with fairly small samples (e.g., 120 individuals surveyed). Even finding a moderate relationship in a relatively small sample would allow one to conclude that the relationship likely exists in the population (with some level of confidence).\textsuperscript{15}

In practice, one can rarely, if ever, obtain a perfect probability sample given the challenge of identifying units and ensuring response – for these reasons, a large literature exists on sampling (e.g., Groves et al. 2009, Beimer 2010, Blair and Blair 2015). One topic, to which I will later return, involves how to use distinct weighting schemes with samples so that they better

\textsuperscript{14} Some debate what probability should be seen as “significant” (e.g., Benjamin et al. 2018).

\textsuperscript{15} The exact size of the sample needed depends on the size of the effect (i.e., whether the effect of one variable on the other – media exposure and policy support – is small, moderate, or large), and the confidence one would like to have in identifying the effect. However, the size needed is orthogonal to the size of the population.
reflect the population. For now, the key points for experimentalists are: (1) explicitly specify the population, (2) consider how the sample reflects the population, and (3) remember the goal is to make an inference to the population.\textsuperscript{16} A crucial question concerns whether a feature of the sample leads to a distinct relationship from what one would find in the population. For example, does a sample characteristic mean one would be more or less likely to find a relationship between special interest media coverage and support for campaign finance law in the sample than in the population? As I will discuss, in some cases, the nature of the sample matters little for experimental (causal) inference, whereas in others it fundamentally shapes the conclusions one can draw.\textsuperscript{17} To see why the former case often holds – consider a scenario where one finds special interests media coverage affects support for campaign finance laws among a sample of students. That same causal relationship would hold in the larger population of non-students unless some

\textsuperscript{16} Doherty et al. (2006) serve as an exemplar of an experiment with an explicit discussion of the population. They explore how the amount of winnings from a state lottery affects attitudes towards estate taxes, government redistribution, etc. (They find lottery-induced affluence decreases support for estate taxes and, marginally, redistribution, but has no effect on broader issues concerning government and the economy.) Their target population is the U.S. public and they go to considerable lengths to show that their sample of lottery players generalizes to the target population (445-446).

\textsuperscript{17} That said, in those latter cases, it could be that the goal is not a “representative probability sample” but rather a purposive sample aimed at a specific population of interest (Klar and Leeper 2019).
student characteristic such as age means students react differently than non-students to the coverage.

Discussions of sampling invariably focus on the units in the relevant study – i.e., the people or countries. This emphasis may reflect the central role of sample surveys, often with descriptive aspirations, in much of the social sciences. Here, ensuring representative samples is crucial to making statements about “all citizens” or “all voters” or “all members of a given group” (e.g., Robison et al. 2018). Yet, knowingly or not, scholars also sample the context, topic, and measures (e.g., treatments/outcomes) (Shadish et al. 2002: 23, 69-72). For example, one could collect data on the impact of media exposure on campaign finance opinions during a time of national debate on the issue (e.g., in 2002 when the McCain-Feingold campaign finance law was passed, or 2009-2010 when the Supreme Court ruled on portions of the law) or during a time of little relevant discussion. In the former context, one may not find an effect because of widespread availability of countervailing messages, while in the latter one may find a strong effect since this exposure may be the only instance in which individuals receive relevant information.

---

18 As I later discuss, these four areas of generalization cohere with Shadish et al.’s (2002: 20) external validity dimensions – they include units, treatments, outcomes, and settings. For this discussion, though, I have merged treatments and outcomes under the category of “measures,” used the term “contexts” instead of “settings,” and added “topics.” Presumably, Shadish et al. (2002) would incorporate “topics” into “treatments,” but, for sampling discussions, it is worth differentiating topics. Also, Cook and Campbell (1979) discuss generalizing over time. I incorporate this factor under context (although, as Shadish et al. (2002: 20) note, timing could be seen as relevant to all types of generalization).
One must always consider whether a finding generalizes to other contexts, including different times, distinct locations (e.g., states, countries), and varying data collection situations (e.g., laboratory, survey, field) (Druckman and Lupia 2006).

Analogously, for many studies, one chooses a topic, such as campaign finance, with the goal of drawing inferences about relationships across topics – for instance, about a range of public policy issues beyond the laws of election funding. (Alternatively, one might wish to generalize across negotiation topics, voting systems, conflict situations, etc.) The topic choice can have notable consequences; indeed, Druckman and Leeper (2012a) point out that many experiments on public opinion suggest instability because they typically chose topics on which individuals do not have strong standing beliefs (e.g., campaign finance, urban sprawl, fictitious political candidates). Such issues contrast with the topics that appear in many national polls (e.g., the economy, national defense, partisan candidates with long histories) where opinions appear more stable. Finally, a given study chooses particular constructs, such as measures of media exposure and attitudes about campaign finance. Different measures may lead to divergent findings. For example, Ansolabehere et al. (2008) argue that including multiple measures for a given construct (e.g., three questions about campaign finance) will lead to more reliable findings.

In sum, sampling involves choosing not just units/individuals but also contexts, topics, and measures. Most ignore the latter three for two reasons. First, the populations of contexts, topics, and measures are ill-defined (Shadish et al. 2002: 23). Second, most studies have very small sample sizes on these dimensions since data come from a single context at a given time on

---

19 A related issue for experiments is that typically participants have no choice but to be exposed to the treatment, which may not be a “typical” setting.
a single (or few) topics with select measures. Thus, it may seem infeasible to think about generalizing as it involves inferring to an unknown population from a tiny sample. The practical reality that one cannot run the same study with hundreds of distinct measures or in hundreds of contexts does not mean researchers should ignore those dimensions. Instead, they should thoughtfully consider their choices and how they fit into the extant research program. In so doing, they can also work to develop coordinated sets of experiments (Blair and McClendon 2021) and rely on design principles from small-N research (e.g., Geering 2001: 206-225, Seawright 2016: 76-106). Experimentalists typically aim to make generalizable causal statements and in so doing, they must reflect on how they chose their units, contexts, topics, and measures. This will stimulate research programs that introduce variations in context, topics, and measures, while also still attending to common concerns about having representative samples.

**Measurement**

The other crucial, often neglected, dimension in the design of an experiment (or any type of study) is measurement. As I will discuss, most experiments seek to measure the causal effect of a treatment (i.e., the independent variable) on an outcome (i.e., the dependent variable). Ensuring the validity of a treatment receives considerable attention and I return to this challenge below. The measurement of outcomes and variables that may condition an effect (e.g., partisanship might condition the impact of campaign finance coverage on support for reform) tend to get less attention.

In most cases, one cares about an abstract concept such as opposition or support for a public policy. There is then an inductive leap from that construct to the measure of that construct (e.g., the precise question asking respondents about their support for campaign finance laws on a 1-7 scale ranging from strongly oppose to strongly support). For many experiments, the
measurement approach involves using a survey that entails a systematic, standardized way to collect information via questions (Wright and Mardsen 2010). This requires understanding how best to ask questions and characterize an attitude, preference, emotion, or behavior with a quantitative indicator (i.e., a number). Fortunately, there exists a large literature on theories of survey response and how to write the most valid and reliable questions (e.g., Krosnick and Presser 2010, Vannette and Krosnick 2018) – on topics such as when to use open- versus close-ended questions, how many points on a scale, whether to label a scale, where and how to ask sensitive questions, etc. Generally, for any measure, be it on a survey or not, researchers need to carefully consider validity and accuracy.

Validity concerns the extent to which the measure/quantification reflects the abstracted concept. For example, if a question asks respondents to report whether they think candidates spend a lot of money it would not be a particularly valid way to capture opposition or support for a law limiting campaign spending. A measure that aims to gauge political knowledge but asks about sports trivia also would be problematic. These have poor “face validity” as they do not intuitively correspond to the concept. Also relevant is content validity, which refers to whether the measure covers the relevant aspects of the concept; for instance, does a measure of political knowledge capture all dimensions of knowledge, including that about institutions, processes, people, domestic politics, and foreign affairs (Delli Carpini and Keeter 1996: 68)? Or, for campaign finance policy, does the measure gauge attitudes about limits on both individual and organizational giving? In addition to dimensionality, a measure should have high construct validity in operationalizing the basic concept on a given dimension (Messick 1998); for example, do political knowledge items about institutions actually measure institutional knowledge? Asking if someone has heard of the Supreme Court would have low construct validity as a measure of
knowledge about what the Supreme Court does. Operationally, a measure with high construct validity also has convergent validity, meaning it correlates with measures of analogous concepts (e.g., political knowledge and political interest), and discriminant validity, implying no correlation to unrelated constructs (e.g., political knowledge and food preferences) (Campbell and Fiske 1959). Finally, criterion validity means the measure predicts, either concurrently or in the future, outcomes to which it theoretically relates (e.g., more knowledge increases the likelihood of voting or holding policy opinions that correlate with ideology; supporting campaign finance reform means supporting candidates who do so, all else constant). In Table 2-1, I offer a summary of these various types of measurement validity.
Table 2-1: Measurement Validity Concepts

<table>
<thead>
<tr>
<th>Concept</th>
<th>Definition</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Face validity</td>
<td>Whether a measure intuitively corresponds to the concept.</td>
<td>A political knowledge measure that asks respondents sports trivia has low face validity.</td>
</tr>
<tr>
<td>Content validity</td>
<td>Whether a measure covers the relevant dimensions of a concept.</td>
<td>A political knowledge measure that only asks about institutions and ignores processes, people, domestic politics, and foreign affairs has low content validity.</td>
</tr>
<tr>
<td>Construct validity</td>
<td>Whether a measure operationalizes the concept on a given dimension.</td>
<td>A political knowledge question about the Supreme Court that asks if the respondent has simply heard of the Court has low construct validity.</td>
</tr>
<tr>
<td>Convergent validity</td>
<td>Whether a measure correlates with measures of analogous concepts.</td>
<td>A political knowledge measure that correlates with political interest has high convergent validity.</td>
</tr>
<tr>
<td>Discriminant validity</td>
<td>Whether a measure does not correlate with unrelated concepts.</td>
<td>A political knowledge measure that does not correlate with food preferences has high discriminant validity.</td>
</tr>
<tr>
<td>Criterion (or predictive) validity</td>
<td>Whether a measure predicts, either concurrently or in the future, outcomes to which it theoretically relates.</td>
<td>A political knowledge measure has high criterion validity if individuals with greater knowledge exhibit a stronger correlation between ideology and issue preferences.</td>
</tr>
</tbody>
</table>

Measures not only need to be valid but also accurate, meaning reliable and unbiased.

Reliability entails arriving at the same value for the same unit (e.g., individual) if the measure is taken repeatedly (and the underlying construct remains unchanged). For example, presuming an individual does not learn more about politics between two points in time, a political knowledge measure exhibits reliability if that individual exhibits the same measured level of knowledge at
each point. Failure to do so introduces measurement error that can skew results. Fortunately, techniques to enhance reliability – such as using fully-labeled scales and the average from multiple measures for the same construct – increase reliability (e.g., Ansolabehere et al. 2008). A more perplexing challenge comes from measurement bias that occurs when the measure systematically under- or overstates the true value of the construct. Bias often occurs when it comes to items that query sensitive behaviors (e.g., drug usage) or normatively desirable actions (e.g., voting turnout). For example, the American National Election Study regularly reports that approximately 75% of the electorate votes in presidential elections, while actual turnout rates are closer to 60%. The mis-estimation reflects measurement bias. Approaches to reduce such bias exist (e.g., Tourangeau and Yan 2007, Rosenfeld et al. 2016), some of which rely on experimental methods such as list experiments (e.g., Blair et al. 2020).

The measurement issues discussed thus far do not solely apply to surveys. The increasing availability of behavioral data have led experimentalists to use outcome measures such as validated voting, social media searches, or campaign donations (e.g., Groves 2011, Peterson et al. 2017). The same considerations apply; for example, do social media posts validly reflect attitudes? Even administrative records that ostensibly seem accurate can be ridden with errors; for example, Berent et al. (2016) report that using administratively validated turnout figures ends up being as inaccurate as survey self-reports (even though the sources of inaccuracy differ). Behavioral data also can skew one’s sample in unintended ways – for instance, using Twitter data to capture political rhetoric in the U.S. would be highly problematic since Twitter users tend to be ideologically extreme relative to non-users (e.g., Cohn and Quealy 2019). In short, with measurement, researchers need to carefully consider issues of validity and accuracy. This practice often requires piloting via focus groups and cognitive interviewing with individuals to
ensure they understand and view the measures as intended, or exploring how administrative/behavioral data are collected (e.g., Beatty and Willis 2007, Willis 2015).

What does this challenge mean for experimentalists? The measurement issues discussed certainly do not only apply to experiments. Yet, while measurement concerns arise naturally in much observational research, particularly surveys, they usually receive less attention among experimentalists. In many cases, experiments may employ measures used in prior work. As a general practice, that may not be problematic; however, the stakes are quite high for experimentalists who typically go to great lengths to design studies meant to document the causal factors that explain a particular outcome. Failure to carefully consider the validity and accuracy of the outcome could render the experiment useless. Experimentalists should carefully specify the outcome of interest, how it will be measured, and whether that approach has high validity and accuracy. This practice might entail piloting, as discussed, and educating oneself on measurement best practices in the given substantive area.

To see how such challenges can become complicated, consider Ansolabehere et al.’s (1994) well-know and debated experimental study showing exposure to negative campaign

---

20 To take one example, scholars often use “feeling thermometers” to gauge what partisans think of those from the other party. These measures ask individuals to rate those from the other party on a scale running from 0 (very cold) to 100 (very warm). Scholars had presumed this captured what voters thought of one another, but it turns out that the questions actually gauge voters’ feelings about elected officials (elites) (Druckman and Levendusky 2019). This is a case where the measure did not capture what scholars had assumed.
advertising depresses intention to vote by 2.5% relative to seeing no advertisement.\(^{21}\) The experiment involved randomly exposing individuals to seeing no political advertisement, an advertisement that was positive for a candidate, or an advertisement that was negative against the candidate’s opponent. It measured vote intention by asking “Looking forward to the November election, do you intend to vote?” (832). Alas, as mentioned, voter turnout questions often contain considerable bias such that respondents overstate the extent to which they vote, sometimes by more than 20% (e.g., Burden 2000). One solution involves normalizing the question to make respondents feel less pressure to mis-report an ostensibly normatively preferred behavior, such as asking “In talking to people about elections, we often find that a lot of people were not able to vote because they are not registered, are sick, or they just don’t have time. How about you? Do you plan to vote?” Such a question generates less bias (e.g., Belli et al. 2006, DeBell et al. 2018).

So, if one wants to build on Ansolabehere’s et al. study by introducing other versions of negativity (e.g., adding incivility) or conducting it a different time, should one use the same outcome measure as in the original experiment or a re-worded less biased one? The answer is not obvious; introducing a new measure means one can no longer directly speak to the replicability of the Ansolabehere et al. experiment since distinct results could stem from changes in the outcome measure. This occurs if alterations in responses to the changed measure correlate with reactions to the treatment (e.g., those who overstate vote intention are more or less sensitive to the original treatment). In most cases one would opt for what appears to be the “best” measure,

\(^{21}\) Considerable debate continues about the impact of negative advertising (e.g. Lau et al. 1999, Lau et al. 2007, Krupnikov 2011).
but that choice has implications for comparability across experiments. One needs to weigh these tradeoffs and make the case explicitly, well before designing the precise experiment. Experimentalists ought to attend to measurement: a point often neglected in practice.

---

22 In this case, it seems that the less biased measure uniformly increases accuracy across all groups of individuals (Persson and Solevid 2014) and thus it seems safe to use that measure. However, exploring that type of dynamic is exactly what an experimentalist needs to do prior to choosing a measure. One additional consideration is one must also consider measurement mode effects – for example, the original Ansolabehere et al. study was done in person and it seems that online measurement of vote intention is less biased (Holbrook and Krosnick 2010).

23 In terms of surveys, a useful approach is total survey error (Biemer 2010). This refers to the difference between the population parameter (e.g., mean, proportion, regression coefficient) and estimate from the sample. It consists of sampling error – that is, the inherent uncertainty from sampling – and non-sampling errors that result from the design of the data collection (e.g., survey). These non-sampling errors are important to consider when thinking about data collection and include specification error (i.e., mis-measuring concepts a la face validity), frame errors (e.g., excluding relevant parts of the population from being eligible from the sample), nonresponse error, measurement error, and processing error. Processing errors are often underappreciated in an age of online survey software. Processing errors, though, are common due to mis-programming – such as typos in questions or assigning people to the wrong conditions/scenarios based on prior responses (e.g., a male is asked about his female identity strength due to a programming error). It is crucial that all aspects of an experiment be piloted and
Summary

In many ways, the discussion up to this point may read like a research design textbook. Yet, these issues often evade precise discussion or consideration in the design of experiments. Four takeaways include the following:

(1) Experimentalists need to always put their work in the larger context of the scientific process, which entails a substantial amount of theoretical work before the design stage.

(2) Counter to common practice, the population must be stated explicitly.

(3) Experimentalists need to recognize they are sampling not only the units but also the context, topic, and measures.

(4) Measurement warrants serious consideration and any measure must be justified and defended in light of validity and accuracy concerns.

Causal Inference and Experiments

The next question, after resolving sampling and measurement issues, concerns testing the causal hypothesis. The task of establishing that one variable leads directly to changes in another is far from straightforward and sits outside the realm of standard probability theory (Pearl 2000: 134). Much of the social sciences, over the past two decades, employs the Neyman-Rubin potential-outcome model (Neyman 1923, Rubin 1974, Imbens and Rubin 2015, Pearl and Mackenzie 2018: 269-280), the approach taken here (for formalizations of the framework, see, e.g., Druckman et al. 2011: chapter 2, Gerber and Green 2012).

proofed by several people who have not previously seen the study, and that the researcher check the flow of the survey.
Recall the example of the special interests campaign finance story as a cause of support for campaign finance law. Consider a study – with a representative sample and strong measures – that gauges exposure and attitudes. Regardless of method (e.g., experimental or not), a first step in establishing causation would be to reveal a correlation between frame exposure and reform support; of course, such a correlation may be spurious since those who support campaign finance laws may seek out stories consistent with that attitude. A second step then involves establishing that exposure preceded the formation of the attitude. Yet, time order does not address the well-known lurking or confounding variable problem (i.e., a variable that has an important effect on a relationship but is not included in the analysis): for example, another variable such as Democratic partisanship leads one to seek out such stories and be more supportive of campaign finance laws. As is well known, association is not equivalent to causation, even with an appropriate time sequence.

The ideal research design would be to take a given unit (e.g., person, country) and assess the impact of a variable (e.g., exposure = treatment; no exposure = control) at a single place and a single point in time: Outcome(treatment, unit) versus Outcome(control, unit). For example, compare the individual’s (unit’s) campaign finance attitude (outcome) when exposed to the story (treatment) against his or her attitude when not exposed to the treatment (control). If the attitudes differ, this difference constitutes a causal effect of the special interests story. Alas, one cannot observe the same unit at the same time and place but under different scenarios (i.e., exposure and not). Hence, the Fundamental Problem of Causal Inference: it “is impossible to observe the value of [the treatment outcome] and [the control outcome] on the same unit… The implicit threat of the Fundamental Problem of Causal Inference is that causal inference is impossible” (Holland 1986: 947).
Holland (1986) outlines two solutions that, as will shortly become clear, are largely experimental in nature. First, the scientific solution entails observing a unit without treatment (e.g., no story) and measuring its value of the dependent variable (e.g., policy attitude). Then, at a later point in time, the same unit is exposed to the treatment (e.g., the story) and its behavior (e.g., policy attitude) is measured again. Using this technique, one must assume invariance: that the unit and all other aspects of the situation do not change from the time of the first (control) measurement to the time of treatment application.\textsuperscript{24} Put another way, one assumes temporal stability such that any prior exposure does not affect future exposure (and timing sequence does not matter), and causal transience such that the measurement at one point in time does not affect measurement at a later point in time (Holland 1986: 948). These conditions would allow one, for instance, to measure people’s campaign finance attitudes at one point in time, then expose them to the story and re-measure the attitudes to see if the story mattered. The researcher assumes nothing else happened over time to the individual or the context, and that the prior measurement did not influence the second measurement. These tests, then, typically involve within-unit or within-subject comparisons.

Another way to apply the scientific solution is to assume unit homogeneity – that two different units are equivalent in every (relevant) way (or that any difference is controlled for) – and expose only one of the units to the treatment. Thus, “we may seek homogenous units across time or across space” (King et al. 1994: 93). For example, one may find identical individuals who only differ in their exposure to the special interests campaign finance story. Notably, a

\textsuperscript{24} In discussing underlying assumptions, I mostly follow Holland (1986), who notes these assumptions are not exhaustive.
presumption of unit homogeneity envelopes the idea that the units also did not self-select into
treatment or control conditions as that would make them incomparable.\textsuperscript{25}

The second solution Fundamental Problem of Causal Inference is the statistical approach
that involves a focus on the average effects across an entire sample, such that some units receive
the treatment and others the control. The crucial element entails random assignment of units to
one of these two conditions (Holland 1986: 948) – for example, randomly assigning units in the
sample to receive or not receive the special interests campaign finance story. By randomly
assigning each unit, the experimenter can confidently conclude that any differences between the
two groups, \textit{on average}, stems from exposure to the treatment. This approach limits the causal
interpretation to the treatment effect or random sampling variability, where the latter can be
quantified. Just as with the scientific approach, the statistical approach entails assumptions. In
this case, one must assume \textit{independence}: assignment to the treatment or control is unaffected by
any other relevant variable that would impact the outcome of interest (e.g., partisanship does not
determine exposure to the treatment story or no-story control), including the outcome variable
itself (e.g., campaign finance attitude does not determine exposure).

The benefits of random assignment result from an ability to assume on average
 equivalency of the randomly assigned groups (e.g., same percentage of women, same average
income, same average ideology, etc.). Thus, any average difference in the outcome after one

\textsuperscript{25} Unit homogeneity seems to implicitly assume the exclusion restriction and stable unit
treatment value assumptions discussed below. These are relevant because the assumption is that
units are comparable apart from exposure to the treatment which is the same presumption, via a
distinct route, for the statistical solution discussed next.
group receives the treatment likely reflects a direct effect of that stimulus, if the relevant assumptions hold. It allows researchers to recover “sample average treatment effect” (SATE). Further, as I discuss below, one can explore differences in subgroups, if there is not a “constant effect” across groups (e.g., different partisans react different to the treatment) (Holland 1986: 949); this would provide the “conditional average treatment effect” (CATE). The statistical approach contains so much power that Cook and Campbell (1979: 5) state, “Random assignment is the great ceteris paribus—that is, other things being equal—of causal inference.”

Alas, two other assumptions, beyond independence, underlie the statistical approach (Gerber and Green 2012: 39-44). First the exclusion restriction assumption means that outcomes vary as a function of receiving the treatment per se (e.g., and not due to knowledge of being in a treatment group, or different administrations/measures in the treatment versus control groups). Second the stable unit treatment value assumption (SUTVA) (or non-interference assumption) means “the [potential outcome] observation on one unit should be unaffected by the particular assignment of treatments to the other units” (Cox 1958, §2.4). For example, assignment to the campaign finance story by one individual should not affect the policy preference of another individual (e.g., which it could if they talked to one another about it).26

| Table 2-2: Assumptions Underlying Solutions to the Fundamental Problem of Causal Inference |
|---------------------------------|-----------------|---------------------------------|-----------------|
| Type of Solution               | Assumption      | Definition                      | Violation Example                      |
| Scientific Solution            | Temporal stability | Prior exposure does not affect future exposure (and timing sequence does not matter). | If an event, unrelated to the focus of the study, occurred between |

26 There also is an assumption of monotonicity such that there are no subjects who would receive the treatment if assigned to the control group, and would not receive the treatment if assigned to the treatment group.
<table>
<thead>
<tr>
<th>Scientific Solution</th>
<th>Causal transience</th>
<th>Measurement at one point in time does not affect measurement at another point in time.</th>
<th>If the process of obtaining the measure at one point alters the outcome at a later point (e.g., a respondent wants to ensure attitudes are consistent overtime).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scientific Solution</td>
<td>Unit homogeneity</td>
<td>Two different units are equivalent in every (relevant) way (or any difference is controlled for).</td>
<td>If two respondents are very different from one another in how they might react to a treatment (e.g., a Republican and a Democrat are compared in their responses to a partisan message treatment).</td>
</tr>
<tr>
<td>Statistical Solution</td>
<td>Independence</td>
<td>Assignment to the treatment or control is unaffected by any other relevant variable that would impact the outcome of interest.</td>
<td>A variable that relates to the outcome variable affects which respondent receives treatment exposure (e.g., being a Democrat correlates with being exposed to a partisan message treatment).</td>
</tr>
<tr>
<td>Statistical Solution</td>
<td>Exclusion restriction</td>
<td>Outcomes vary as a function of receiving the treatment (e.g., and not due to knowledge of being in a treatment group, or different administrations/measures in the treatment versus control groups).</td>
<td>The experimenter measures those in the treatment in different ways than those in the control group.</td>
</tr>
</tbody>
</table>
In sum, the Fundamental Problem of Causal Inference presents a serious challenge for social scientists who hope to arrive at generalizable causal inferences. There exist two approaches to making causal inferences, although both require the satisfaction of assumptions. I review those assumptions along with examples of violations, for each approach, in Table 2-2. In thinking about experiments – the topic to which I next turn – one must always keep in mind the fundamental causal inference problems and the assumptions one makes.

**Experiments**

Perhaps ironically, despite a shared focus on the potential outcomes framework, scholars continue to disagree on what exactly constitutes a social science “experiment.” For example, some focus on random assignment (e.g., Gerber and Green 2012: 8-17), while others attend to researcher intervention and control (e.g., Morton and Williams 2010: 42). Here, I define experiments in terms of how one addresses the Fundamental Problem of Causal Inference: an experiment is a study where an intervention provides the primary mechanism by which a researcher uses a procedure to resolve the Fundamental Problem of Causal Inference.

This inclusive definition contains two dimensions. First, an *intervention* refers to an event involving the researcher influencing the subjects or a natural event that facilitates inference. Second, there is a *procedure* to address the Fundamental Problem of Causal Inference: (1) the statistical solution that entails satisfying the independence, excludability, and SUTVA assumptions, or (2) the scientific solution that entails satisfying the temporal stability and causal
transience assumptions, or the unit homogeneity assumption.\(^{27}\) In Table 3, I present a depiction of variations in approach to experimentation.\(^{28}\)

**Table 2-3: Experimental Approaches**

<table>
<thead>
<tr>
<th>Researcher Intervention</th>
<th>Statistical Solution</th>
<th>Scientific Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1) Random Assignment Experiment</td>
<td>(2) Within-Subject Experiment, Induced Value Experiment</td>
</tr>
<tr>
<td>Natural Intervention</td>
<td>(3) Random Lottery Natural Experiment</td>
<td>(4) Unit Homogeneity Natural Experiment (e.g., “As-if” Randomization)</td>
</tr>
</tbody>
</table>

In many disciplines, researcher intervention and random assignment constitute the dominant approach (cell 1). Here, the researcher *randomly* assigns values of the independent variable, such as exposure to the campaign finance story or not, and then measures the outcome, such as campaign finance attitudes (e.g., Shadish et al. 2002: 12, Morton and Williams 2008: 341, 2010: 47). For example, Druckman and Nelson (2003) randomly assigned respondents to read a news story depicting campaign finance laws as limits on special interest influence or to read no story. (Others randomly were selected to read a story that discussed campaign finance as

\(^{27}\) The scientific approach is used in many physical sciences – it is what physicists do with electrons. Since electrons are all about the same and because they eliminate disturbances, researchers can isolate the control and treatment difference for each electron and for the population of electrons. This also was a common approach in the early days of psychology (e.g., the early psychophysical studies as well as behaviorism studies).

\(^{28}\) Observational research is not captured in the table. That would involve situations where an intervention is not the primary mechanism for addressing the Fundamental Problem of Causal Inference.
a free speech issue.) They then had respondents complete a survey that measured their campaign finance attitudes, finding that exposure to the special interests story increased support for the laws. In other words, the average level of support in the story group exceed that in the control. When possible, this approach offers a straightforward approach since the researcher simply compares the average outcome values between the treatment and control. As discussed, it requires that satisfaction of the independence, excludability, and SUTVA assumptions.

Moreover, other problems can arise, such as non-compliance, where subjects do not receive a treatment to which they were assigned (i.e., they ignore the story), and, attrition where subjects who received a treatment never respond to the outcome measure (i.e., those exposed decide not to complete the follow-up survey) (Gerber and Green 2012).

The researcher intervention scientific solution (cell 2) brings with it the challenge of either observing the same unit over time and thus satisfying the assumptions that prior exposures and/or measurements do not matter (i.e., temporal stability and causal transience assumptions), or comparing non-randomly assigned units that are presumed to be identical in every way but for treatment assignment. The former method would include some within-subject experiments where individuals experience multiple or all of the treatments with their behaviors being compared across exposures (see Gerber and Green 2012: 273-276). For example, Mutz (2007)

29 Randomly assigned groups will, on average, be probabilistically equivalent, particularly if there is a sufficiently large sample (sample size concerns relate to statistical power, which I discuss below). There always exists a chance that the groups will not be on average the same.

30 Here, the researcher is not intervening and assigning values of the independent variable as with random assignment but instead intervening to control background factors and time trends.
uses the approach to study the impact of uncivil discourse on physiological arousal; she has each experimental participant watch four different political debates that vary the civility of the exchange and the camera angle focus (i.e., whether it was a close-up). That is, every participant watches a video from each of the four possible conditions. Importantly, to address the possibility of temporal instability, she counterbalanced (i.e., randomly ordered exposure to the video from each condition) and hence could control for the order of condition exposure. She finds that uncivil discourse significantly arouses subjects relative to civil discourse, and close-ups do the same (relative to angles further away). That the measures of arousal involved skin conductance tests beyond respondents’ conscious control facilitated this approach (for more on within-subject designs, see Alferes 2012, Mutz 2021).

Another and perhaps more common approach in the researcher intervention scientific solution experiment (cell 2) involves addressing the unit homogeneity assumption by using financial incentives. Many economic experiments do this by employing induced value theory that makes respondents comparable sans the independent variable (Smith 1976, 1982). Here, 32

31 Mutz uses a Latin square design, where orders are randomized but in a way such that every condition follows every other as often as it precedes it and each condition appears exactly once in each of the four possible order positions. I thank Diana Mutz for discussing the details of the study.

32 That said, many economic and political economy experiments also rely on the statistical/random assignment solution. For example, in his discussion of experimental economics, Guala (2005: 79) explains that in “many cases, one does not have resources to control for all background variations, because the required design would be too complicated, too
the experiment induces pre-specified characteristics in participants so that their “innate characteristics become largely irrelevant” (Friedman and Sunder 1994: 13) by offering an award medium (i.e., money) with: 1) monotonicity: subjects prefer more reward than less and do not become satiated; 2) salience: rewards for subjects depend on their actions in the study as defined by a set of rules in a way that more reward is received for a “good outcome”; 3) dominance: changes in subjects’ utilities come from the reward with other influences being negligible; and 4) privacy: all subjects only learns about their own payoffs (Friedman and Sunder 1994: 12, Guala 2005: 232-236).33

---

costly, incompatible with the other controls, or perhaps ethically unacceptable, or simply because one does not know the full list of the relevant background factors. In such cases (i.e., in most cases), experiments rely on randomization…” (also see Guala 2009). Moreover, even where the scientific solution is crucial for causal inference, randomization might be used in assigning ordering of exposure or roles in the experiment. For example, the dictatorship experiment entails allowing a subject to decide how much of a fixed sum of money to keep for him- or herself and how much to give to another subject. This experiment is used to test predictions about self-interest (e.g., do subjects act entirely in their self-interest or do they split the difference?), yet subjects are randomly assigned to the roles (e.g., of giving or receiving money). The causal inferences of interest in such games often are about other factors affecting self-interest, as in the examples discussed below, rather than the role.

33 These conditions mean the payment structures behaviors and is distinct from paying participants just for taking part in the study, as is often done in survey experiments and psychology-oriented lab experiments.
The approach assumes that payments contingent on subjects’ decision-making makes any two subjects equivalent, except for alterations in the payment situation, or 1) some other factor that the researcher causes to vary or 2) knows to vary.\textsuperscript{34} An example of the researcher intentionally causing variation comes from Habyarimana et al. (2007), who explore public goods provision in ethnically heterogeneous settings (in Uganda). They do so by providing participants with money roughly equal to their per-capita daily income; participants then choose to divide it among themselves and two other individuals who varied in their ethnicities. They find that subjects do not allocate more to members of their own ethnic group than to members of other ethnic groups, except when the game is played without anonymity (i.e., their decisions were public). Here allocators give significantly more to co-ethnics, revealing the power of social norms and social sanctions. The validity of Habyarimana et al.’s causal results – regarding the power social sanctioning – rests on the assumption that subjects are virtually identical to one

\textsuperscript{34} Incentives are assumed to wash out all potentially relevant non-comparabilities across units. In his seminal introduction of the idea, Smith (1976: 275) states that control “is the essence of experimental methodology, and in experimental exchange studies it is important that one be able to state that, as between two experiments, individual values (e.g., demand or supply) either do or do not differ in a specified way. Such control can be achieved by using a reward structure to induce prescribed monetary value on actions.” As mentioned, many studies employ some mix of induced value control with randomization, such as randomizing the sequence of exposures to control for learning effects (Guala 2005: 78-80).
another and themselves each time they play the game because the payoff structure stays constant but anonymity does not.\textsuperscript{35}

Examples where the causal factor is one that the researcher “knows to vary” come from studies that use economic games to look at behavior across contexts. For instance, Henrich et al. (2005) compare individual behavior across 15 different societies in one-shot ultimatum games: where an individual receives an endowment of money and offers an amount to a responder, who either accepts the amount or rejects it, in which case neither player receives money. They find notable variation in self-interest across societies driven largely by degree of societal market integration (with integration leading to more pro-social behavior/cooperation). Here, the payment structure makes participants equivalent other than the cultural setting in which they live (also see Cárdenas and Carpenter 2008, Eckel and Candelo 2021).\textsuperscript{36}

The other two cells in Table 2-3 include studies where an intervention facilitates causal inference, but it does not stem from actions taken by the researcher. In the case of a “random lottery natural experiment” (cell 3), a “real world” event generates the random allocation of units

\textsuperscript{35} The authors randomly vary the order in which participants are matched with co-ethnics or non-co-ethnics, but the key causal variable of non-anonymity is not randomly assigned. Also, Habyarimana et al. present additional experiments on the same topic (e.g., a puzzle game and a network game) where random assignment provides the key to causal inference. I thank Macartan Humphreys and Daniel Posner for discussing the details of the study.

\textsuperscript{36} Burnham and Kurzban (2005) question the validity of these assumptions, suggesting the study is a quasi-experiment.
(individuals) into treatment and control groups (hence the statistical solution). One example comes from Titiunik (2016), who relies on an intervention where some states (three in her case), after reapportionment, randomly assign state senators to serve either two-year or four year terms. They thus, on average, are equivalent to one another within a given state (i.e., the two year condition constituted the “control” and four year condition the “treatment”). She finds that the shorter terms lead Senators to campaign more aggressively (via spending) and do less legislatively (e.g., introduce fewer bills). Thus, short terms do not improve legislative performance. Another example is Ho and Imai’s (2008) study that capitalizes on the random order in which California ballots list candidates. They show that, in general elections, minor party candidates gain .2 to .6 percentage points from being listed first on the ballot, while in primaries, partisan candidates gain 1 to 3 percentage points (with minor candidates sometimes doubling their vote share). The dynamic reflects the use of a cognitive shortcut where voters

37 Dunning (2012: 16) states that “the data used in natural experiments come from ‘naturally’ occurring phenomena – actually, in the social sciences, from phenomena that are often the product of social and political forces.” My characterization differs from his insofar as he groups random lottery natural experiments with “as-if” random assignment natural experiments. I separate them since, in the latter case, most of the work requires establishing unit homogeneity (as I will discuss shortly).

38 She engages in several checks to ensure the states actually use randomization.

39 There is one complication to the randomization insofar as it is “systematically randomized treatment assignment.” That is, the districts are ordered and the first one has a random ballot order. The others have specific orders that also are random but in particular ways contingent on
opt for the first candidate that seems acceptable to avoid the processing costs of analyzing them all. These types of random lottery natural experiments allow researchers to employ the statistical solution to the problem of causal inference, thanks to serendipitous random interventions over which they do not have direct control.

The final cell (cell 4) in the table likewise includes cases where the researcher does not directly impact the units. In this case, the natural intervention falls short of being strictly random, but nevertheless works in such a way that allows the researcher to make a strong case for unit homogeneity a la the scientific solution. Many refer to this method as “as-if” randomization; however, the inference relies on unit homogeneity and hence I refer to it as such. For instance, Meredith (2009) explores the impact of past voting eligibility (and possibly actually voting) on habitual voting. He does so by identifying a natural intervention of the eligibility to vote date. For example, people born on November 7, 1982 were eligible to vote in the 2000 presidential election while people born on November 8, 1982 were not. He then compares the over-time voting behavior of those born just before the cutoff to the behavior of those born just after. He finds past eligibility in presidential election years significantly increases the likelihood that a person will vote well into the future. Moreover, in 2000, eligibility increased the probability of people registering as Democrats rather than Independents. This constitutes a strong causal demonstration of early political experiences on subsequent behaviors. The key to the inference the randomization of the first district. The authors adjust for this and a few other issues in their analyses. Additionally, Ho and Imai (2008) take steps to confirm randomization; they also address potential threats such as strategic candidate campaigning and/or entry as well as voters’ consciously adjusting their vote choices to correct for potential ballot order effects.
involves establishing that “there are no other differences between individuals born pre- and post-election-week that may affect their subsequent participation” (Meredith 2009: 192-195). Meredith confirms this unit homogeneity assumption by comparing voting behaviors of people born around those dates in non-election years.

Another example is Hyde’s (2007) study of the impact of international election observers on election-day fraud in the 2003 Armenian presidential election (measured by whether there was a reduction in the vote share of the incumbent who was expected to commit fraud). Hyde compares polling stations with observers against those without, arguing that they “were assigned to polling stations on election day using a method that I did not supervise but that comes very close to random assignment” (46). This “as-if” randomization approaches the statistical solution but ultimately it falls on Hyde to document unit homogeneity, again enveloping the independence assumption. She (48) states, since “the validity of this natural experiment rests upon this point [i.e., as-if random assignment and, in essence, comparability across groups], I will take some time to support it.” She does so by detailing the arbitrary selection of polling places to the treatment, explaining the process by which observers traveled to polling stations, and arguing that stations per se, given the demographics and partisanship of the country, are unlikely to be predictable in terms of voting patterns. She further points out the authorities did not pre-announce the monitoring locations so candidates could not anticipate locations and react accordingly.40 In short, Hyde goes to considerable length to establish the plausibility of unit homogeneity. While she appeals to “close to random” assignment (50), the inference rests on her

\[\text{footnote}{40} \text{She also offers statistical evidence for the comparability of polling places in the control and treatment groups (56-57) and checks the results with controls (57-60).}\]
case for unit comparability a la the scientific solution of causal inference. With this method, she finds that the observers have a notable effect, reducing fraud.

The unit homogeneity natural experimental type stands out relative to other discussions of experiments that either limit the definition to strict random assignment (e.g., Gerber and Green 2012: 15-16) or group random assignment natural experiments with those that purportedly come close. I use my classification, a la Table 2-3, for two reasons. First, in many of these designs, without strict random assignment, the intervention does much of the work that allows for causal inference, at least relative to statistical fixes. Accounting for this leverage allows for an inclusive definition of “experiment.” Second, when the assignment lacks clear randomness, the burden falls on the researcher to establish unit homogeneity and in that sense it entails taking a scientific approach. As Dunning (2012: 28) notes in these cases, “the onus is…on the researcher to make a very compelling case” to treat it as an experiment. He (2012: 239) details

41 In his treatment of natural experiments, Dunning (2012) identifies three categories, including those that are truly randomized or “as-if random,” regression-discontinuity, and instrumental-variables. Meredith (2009) is a regression discontinuity, while Hyde (2007) is an “as-if random,” which I argue should be thought of distinctly from truly random. An instrumental-variables design occurs when the intervention is correlated with the topic of interest, such as using the Vietnam lottery to compare those who served in the military from those who did not – it is an instrument since those whose lottery number suggested conscription did not always end up serving (and service is the variable of interest in these studies) (Angrist 1990).

42 As noted, though, satisfaction of the scientific assumption also must ensure independence such that units do not self-select into experimental groups (as well as excludability and SUTVA).
that such a case often requires demonstrating the comparison groups are balanced or homogenous; in essence, unit homogeneity. To be clear, though, I acknowledge that in some cases the “as-if” randomization can be quite compelling – but, even there, from a technical perspective, one cannot fully rely on the statistical solution and must instead appeal to homogeneity (e.g., Titiunik 2021).

Sekhon and Titiunik (2012) raise another concern relevant to any type of natural intervention; specifically, the researcher needs to take considerable care to identify the proper treatment and control groups (i.e., it may not always be so clear). They offer an example of clear random assignment of gender quotas in elections. The original study focused on the random assignment that took place in one year and compared, at a later date, women candidates and election success from wards that had had the quota to those that did not (to see if having quotas at one point leads to more women representation once the quota is removed). However, those are not necessarily the correct groups to compare, since there had been randomized gender quotas at other times in various wards that may have affected outcomes at the later date.

Titiunik (2021) uses a classification similar to mine, although she views cases in my final cell as observational data of a special type where the intervention facilitates casual inference. She takes particular issue with the presumption that the “as-if” randomization assumption approximates what is needed for the statistical solution (which requires equi-probable assignment). I agree with this perspective, only differing in terminology and labeling. Also, in these situations, balance tests between groups can be helpful as can auxiliary outcome “causal-process observation” (Mahoney 2010).
As an aside, I have avoided using the term “quasi-experiment.” Many define a quasi-experimental study as one with an intervention without random assignment (Shadish et al. 2002: 12). In that sense, the scientific solutions in my characterization could be considered quasi-experiments. I largely avoid the term, other than a brief discussion in Chapter 4, since it seems to downgrade controlled studies where causal inference can be strong; moreover, scholars do not consistently use the term in the social sciences (Morton and Williams 2010: 25), sometimes using it to refer to studies where statistical controls dwarf the intervention in terms of making a causal inference (Dunning 2012: 19).

**Summary**

What makes an experiment unique relative to non-experimental work, according to my depiction, is that the intervention plays a more salient role in making a causal inference, relative to statistical adjustments (e.g., matching) or intensive qualitative exploration.\(^{45}\) That said, in

\(^{45}\) Matching entails identifying for every treated unit, a non-treated unit with similar observable characteristics against whom the effect of the treatment can be assessed. An example would be to take a sample of potential voters, find a partner for everyone – i.e., near twins, *except* the treated received a mobilizing message and the control did not, and to explore if those exposed voted. In this case, the bulk of the causal inference depends on the statistical ability to identify matches. The approach seems less powerful than experiments in identifying causal relationships (e.g., Arceneaux et al. 2006).

Also, my definition differs from some insofar as it is tied directly to causal inference. For example, I would not characterize behavioral decision making games that demonstrate technical
many cases, experiments require some statistical inspection, particularly when unit homogeneity needs to be established. Further, there exist “slippery” cases of studies where the importance of the intervention relative to statistical adjustments remains unclear; this complication accentuates the reality that the label “experiment,” while useful, need not be definitive. This is the downside of my definition, but the upside includes not only being inclusive of how social scientists discuss experiments, but, more importantly, accentuating four often neglected lessons that should guide experimental design:

1. Every experiment entails making untestable assumptions that allow one to resolve the Fundamental Problem of Casual Inference.
   a. For the statistical, random assignment approach, this involves independence, excludability, and SUTVA.46
   b. For the scientific approach, this involves temporal stability and causal transience or unit homogeneity.
   c. The onus is on the researcher to justify the assumptions. For this reason, many view random assignment as a stronger approach, as the assumptions ostensibly can be met with more confidence. For instance, random assignment virtually ensures the satisfaction of independence whereas unit homogeneity requires irrational decision making (e.g., Quattrone and Tversky 1988) as experiments, since they constitute descriptive exercises rather than causal tests.

---

46 Campbell (1969) suggests the ideal is random assignment, but that is not always feasible or morally justifiable.
evidence that units in distinct “conditions” do not differ in a way that could impact the causal effect.\footnote{Some argue that the assumptions of the scientific solution in practice (e.g., using financial incentives) often are not met, arguing that individuals cannot be considered comparable and/or that repeated play creates a confound (Green and Tusicisny 2012; c.f., Morton and Williams 2010: 48).}

(2) An experiment always involves an intervention that comes from the researcher or a naturally occurring event; the intervention either assigns values to units or introduces some type of control that facilitates comparison within or across units.

(3) Every experiment entails counterfactual thinking such that a comparison is being made for one value of an outcome (treatment) against another value (control). Experimentalists must carefully define what values they will compare.

(4) One hopes, when conducting an experiment, to generalize the causal relationship being tested (e.g., generalize across samples, contexts, treatments, and outcome measures). The latter two points warrant discussion as they appear obvious in theory, but researchers typically ignore them in practice. The counterfactual thinking point pertains to all causal statements – “[e]ffects of causes are always relative to other causes (i.e., it takes two causes to define an effect” (Holland 1986: 959; also see Shadish et al. 2002: 5). This means any conjectured hypotheses must carefully specify the comparisons, and this often involves difficult choices (e.g., Sekhon and Titiunik 2012, Sniderman 2018: 261-262). For example, in the campaign finance experiment, is it relevant to compare exposure to the special interest framing to a situation with no message or a message that focuses on campaign spending as a free speech
issue? Researchers need to explicitly specify the comparison point before doing an experiment (e.g., they should not hypothesize that the special interests story will increase support without saying relative to what).

Generalizing the causal relationship often (but not always) means trying to generalize the existence of the relationship. This task differs from descriptive inferences such as trying to characterize the demographic and political features of a population. As I will later discuss, in the case of causal generalization, the crucial questions concern whether features of the sample, context, treatment, or outcome measures moderate the causal effect. In Popperian terms, one aims to continually test the causal proposition until rejecting it and then either abandoning it or revising it; in the ideal, one pits alternative theories against one another, but in the practice of the social sciences, one relies on multiple tests and typically revises the theory accordingly (Cook and Campbell 1979: 25-32).

**Experimental Types and Goals**

Beyond variations in experimental approaches to causal inference, there also exist a diversity of “types” and “goals.” In terms of the former, most distinguish three types of experiments based on where the intervention occurs (Druckman et al. 2011: 6-7). First are laboratory experiments, where the intervention (e.g., treatment, payment structure) occurs in a controlled setting: this could involve participants coming to the researcher’s laboratory or the

---

48 I use the word “type” differently from the word “approach.” “Approach,” as described in Table 2-3, refers to the source of the intervention (researcher or natural) and the way the Fundamental Problem of Causal Inference is addressed (statistical or scientific solution). “Type” refers to the location of the intervention.
researcher traveling to the participants to collect data in their town, such as at a community center (often called lab-in-the-field studies). Second, survey experiments occur when the intervention comes as part of the survey; for example, an experiment where some subjects receive a particular wording of a question (e.g., “Do you support assistance to the poor?”) while others receive a different wording (e.g., “Do you support welfare?”). The surveys could be in-person, the phone, or via the web.\(^{49}\) Third, participants in field experiments receive the treatment in naturalistic settings, as part of their daily lives, typically without knowledge that it is an intervention.\(^{50}\) The natural experiments, highlighted in the second row of Table 2-3, nearly always occur in field settings (e.g., Gerber and Green 2012: 16), although in theory one could imagine a scenario where one occurs in a laboratory setting (e.g., an unexpected disruption in a controlled setting – such as fire alarm going off – might be studied in terms of its effects on performance).

Roth (1995: 22) identifies three non-exclusive roles – regardless of their type – that experiments can play. First, Roth describes “searching for facts,” where the goal involves isolating “the cause of some observed regularity, by varying details of the way the experiments were conducted. Such experiments are part of the dialogue that experimenters carry on with one another.” These types of experiments often complement other research methods and perhaps constitute the modal approach in much of the social sciences (other than perhaps economics)

\(^{49}\) Many laboratory or field experiments use surveys to measure outcomes, but those are not survey experiments, which require that the intervention be part of the survey itself.

\(^{50}\) Gerber and Green (2012: 10-13) distinguish field experiments further along four dimensions depending on the authenticity of the treatments, participants, contexts, and outcome measures.
where researchers test expectations derived from inductive reasoning/logic and build research agendas on a given topic (e.g., how media messages affect public opinion, how micro-finance programs influence well-being). A second role entails “speaking to theorists,” where the goal is “to test the predictions [or the assumptions] of well-articulated formal theories... Such experiments are intended to feed back into the theoretical literature – i.e., they are part of a dialogue between experimenters and theorists.” These experiments tend to test predictions from deductive formal models with precise expectations; much of this work tests game theoretic predictions on topics such as collective action, electoral systems, and coalition formation. The third role involves “whispering in the ears of princes” that facilitates “the dialogue between experimenters and policymakers... [The] experimental environment is designed to resemble closely, in certain respects, the naturally occurring environment that is the focus of interest for the policy purposes at hand.” Examples of experiments with this goal would be studies to test the effect of a campaign’s message on voting behavior or attitudes, or a curriculum intervention in a school. As I will later discuss, these types of experiments differ from others insofar as the precise size of the intervention’s impact often matter more since those making policy (which includes government officials or leaders of non-governmental organizations) need to make cost-benefit calculations about implementation; policy oriented studies also face unique challenges regarding scaling up interventions for implementation (e.g., Al-Ubaydli et al. 2017, 2020a,b).

Summary

The goal of the experiment fundamentally affects how one interprets the results, as follows.

(1) When “searching for facts,” one hopes to identify and generalize a causal effect but that precise size of the causal effect from a particular (single) study (e.g. how much does the
special interest story change campaign finance policy support relative to no story – 2%, 10%, 20%?) often is less important. The size may depend on context, timing, operationalizations that can be explored in subsequent studies. The size of effects is best explored across experiments to see if distinct circumstances vitiate or exacerbate (i.e., moderate) the size (I discuss this in more detail in Chapter 5.)

(2) When “testing theories,” the precise size of the causal effect also is usually not crucial. Of particular relevance is that the experimental design closely matches the parameters of the theory.

(3) When “whispering in the ears of princes,” the precise effect size – that is, the magnitude of the experimental treatment effect – often matters, as those making policies make investment decisions based on the impact.

**Experimental Analysis**

The analysis of an experiment ideally involves simple comparisons of the outcome measure(s) (e.g., average support for campaign finance laws, amount of donations to co-ethnics), across relevant variations in the treatment or independent variable (e.g., exposure to the special interests story or not, anonymity of donations or not). If one finds differences between the outcomes in the conditions such that the probability of those occurring by chance are very low – i.e., statistically significantly different – it constitutes evidence consistent with the causal hypothesis (such as a special interests message causing a change in policy opinion).\(^{51}\) Analyses become more complex with even the partial violation of one of the aforementioned assumptions, or due to non-compliance or attrition. Gerber and Green (2012) offer a superb discussion of these

---

\(^{51}\) See Gerber and Green (2012: 95-130) on the role of covariates in experimental analyses.
issues (also see Dunning 2012: 105-207). Here I offer a few points on analyses relevant to design and sampling issues.

In many cases, an experimentalist wants to not just document a causal relationship, but also isolate the mechanisms behind a causal effect. This involves mediation analysis, which refers to identifying the pathways through which the treatment influences the outcome. For example, the special interests campaign finance message may cause one to worry more about special interests corrupting government that in turn leads to increased support for strict campaign finance laws. The increased “worry” about special interests serves as the mediator, or the psychological process through which the message generates policy support. Alas, identifying mediational processes with most experiments proves exceptionally difficult – a point that has become widely recognized in the last decade. Gerber and Green (2012: 321) explain that it is “difficult…to extract reliable inferences about mediation from experimental data [and]… rare…to encounter a convincing demonstration in the social sciences.” A common approach entails regressing the outcome variable on a variable indicating the treatment condition (e.g., from random assignment) along with possible mediators (Baron and Kenny 1986). This method falls vulnerable, however, to omitted variable bias or even reverse causation (e.g., participants rationalize their opinions on campaign finance by elevating their worry about special interests) (Bullock and Ha 2011).

There is a sizeable literature on statistical approaches (e.g., Imai et al. 2011, 2013, Imai and Yamamoto 2013; also see Glynn 2021, for an overview) and experimental design-based approaches for those hoping to isolate mediation (e.g., Gerber and Green 2012: 333-336, Bullock and Green 2020). Doing so means making explicit design choices so that mediation becomes a primary purpose of the design. For guidance on such designs, see Pirlott and MacKinnon (2016),
and for general advice on when it is justifiable to proceed with a mediation analysis, see VanderWeele (2015) and Glynn (2021). That said, researchers often neglect that while they may not be able to establish mediation, they can often rule it out. One can be confident that if a treatment does not have an effect on a potential mediator variable (either directly or moderated, which I next discuss), then that variable is an unlikely mediator. Put another way, rejecting potential mediators entails much less than corroborating mediators.\footnote{This is not quite as straightforward as it may sound. It is complicated by the possibility that a null effect of a treatment on a potential mediator could be hiding heterogeneity such that there is an effect but it is distinct for different sub-groups. Thus, to rule out mediation, one needs to also ensure there is not a moderated relationship between the treatment and potential mediator. I thank John Bullock and Don Green for discussion on this point.}

The importance of identifying mediators depends the nature of a given project. For example, many scholars seek to explain the partisan polarization on climate change in the U.S. – Democrats believe in and hope to address human-induced climate change whereas Republicans typically express much more skepticism, even in the face of large amounts of information about climate change. One explanation is that individuals engage in directional motivated reasoning where they reject new information that contradicts their standing beliefs: Republicans dismiss evidence for climate change to protect what they already believe. Another explanation is that people seek to hold accurate views and Republicans simply distrust scientists and follow the advice of their party leaders who often question climate change and related policies. Here the mediational process matters—when an experiment shows Republicans do not alter their climate opinions when exposed to evidence for climate change, is the mediational process one that...
involves motivated reasoning or the assessment of the sources? Answering that question has implications for effective messaging (e.g., try to change motivations or find distinct sources of information) (Druckman and McGrath 2019), and thus, experimentalists have sought to explore mediation by directly manipulating the potential mediators (i.e., motivations) (e.g., Bayes et al. 2020). Yet, in other situations, mediation matters less such as when it does not directly follow from a theory. For instance, the mediational processes underlying effects in experiments on voter mobilization may be intriguing but the ultimate goal involves pinpointing what messages stimulate turnout. In short, whether one should invest in designing experiments to identify mediators depends on the theory being tested (e.g., is the mediator crucial?) and the goal of the experiment (e.g., is it to test psychological mechanisms or to show the general impact of an intervention?).

Different from mediation is moderation. Moderation refers to a lack of uniformity of treatment effects. For example, it might be that Democrats, who tend to be less averse to government regulation, are persuaded by the special interests campaign message and thus the message affects (increases) their support for campaign finance laws. Yet, Republicans with their proclivity to oppose regulation remain unmoved by the message. In this case, partisanship moderates the treatment effects, or, put differently, there exist heterogeneous treatment effects based on partisanship. Another example is Malhotra and Popp’s (2012) study of reactions to messages about the likelihood of future terrorist attacks in the U.S. They report an effect concentrated among Democrats who initially feared such an attack. Other examples include when a pharmaceutical drug exhibits a stronger effect on children than adults, political messages that have differential effects based on respondents’ gender or race, and educational interventions that depend on students’ socioeconomic statuses.
Experimental analysts often look first at the effects of treatments in the aggregate – that is, the SATE across the entire sample. Then, in cases where the researcher expects that variation between a treatment variable and an outcome variable may differ based on some third variable (such as partisanship, age, race, or socioeconomic status), he or she estimates the treatment effects by subgroup (i.e., CATE or the average treatment effect for a defined subset of units) (Gerber and Green 2012). The analysis appears ostensibly straightforward as it involves partitioning the sample into subgroups or conducting regressions where one regresses the outcome on the treatment interacted with the relevant indicator/measure for the relevant subgroups. That said, complications arise when the researcher lacks a theoretical basis for looking for moderation as some interaction is bound to be significant if one looks at enough without corrections for multiple comparisons. Generally speaking, researchers might be in one of two situations: they have a clear *a priori* expectation of a heterogeneous effect based on a precise subgroup (e.g., partisanship) and they directly test for it, or they do not in which case they might explore many potential subgroups. In the latter cases, advances in machine learning offer opportunities to soundly identify heterogeneous effects (see Green and Kern 2012; Egami and Imai 2015; Ratkovic and Tingley 2017, Ratokvic 2021).\(^{53}\)

\(^{53}\) Gerber and Green (2012: 311) explain that “interpretation remains ambiguous… Treatment-by-covariate interactions may provide useful descriptive information about which types of subgroups are most responsive to the treatment, but the theoretical question of whether these interactions are causal [i.e., the attribute caused the differential reaction] requires an experimental design that randomly varies what are believed to be the relevant subject attributes.
Two final points on moderation concern “statistical power” and “blocking.” Power concerns the probability of failing to reject the null hypothesis in the presence of a real effect (a Type II error) (see Glennerster and Takavarasha 2013: 241-297). For example, in the population, the reality could be that the special interests story affects opinions on campaign finance laws, yet in a given experiment (putting the nature of the sample – if it is representative – and measurement issues aside), there exists a chance that one will not find the relationship. Statistical power captures the chance of this not happening or, put another way, it refers to the probability of correctly rejecting a (false) null hypothesis. The example here would be properly rejecting the hypothesis of no relationship between the special interest message and campaign finance policy support. Statistical power is desirable, and just how much power one has in a given experiment depends on the sample size, anticipated effect size (e.g., does the message have a small, medium, or large effect on policy support?), and the statistical significance level one will employ (e.g., .01, .05, or .10). Larger effect sizes and sample sizes increase statistical power, while more stringent significance thresholds reduce it. Many computing programs allow experimentalists to identify the needed sample size in light of anticipated effect size and significance level.\(^{54}\)

In assessing the amount of power one needs, an initial question concerns the importance of knowing a precise effect size versus knowing whether one has evidence consistent with a theory, regardless of the size. As I have mentioned, the effect size matters more for policy or contextual characteristics.” Of course, varying many moderators such as individual attributes (e.g., partisanship) can be difficult if not impossible.

\(^{54}\) One such program that provides many other properties as well is DeclareDesign (Blair et al. 2019).
oriented experiments and in such cases, more power becomes essential to increase precision (Glennerster and Takavarasha. 2013: 262). Another consideration concerns whether one anticipates heterogeneous treatment effects since that requires distinct power calculations (e.g., Perugini et al. 2018, Kenny and Judd 2019); once one considers CATEs, statistical power dwindles and larger sample sizes become necessary (Gerber and Green 2012: 312). The bottom line though is, regardless, one needs to rely on prior work and pilot tests to anticipate the effect size for a given study and adjust accordingly to ensure sufficient power (e.g., design an experiment with fewer conditions if a larger sample size is needed to obtain sufficient power).

Ideally, one would want power to identify a small effect but there exist invariable tradeoffs between one’s confidence in the anticipate effect size (e.g., it will be medium or large) against data collection costs and design complexity. I suggest starting a research program with caution (i.e., anticipating a small effect) and build from there.\(^{55}\)

In that vein, researchers sometimes design experiments as what Sniderman (2018: 262) calls “null by design,” with the goal of showing that treatments others may imagine mattering in fact do not. Sniderman offers the example of Grimmer et al.’s (2015) study that sought to show (and does show) that legislative constituents respond as favorably to a legislator who only asks for a benefit for his or her constituency as to one who actually delivers a benefit (i.e., counter to what one might intuitively think). In these situations, researchers need high levels of statistical power to rule out that the null results occurred due to low power.

---

\(^{55}\) While is reasonable to consider insufficient power as an explanation for non-significant results, one should not engage in retrospective power analysis to explain away an insignificant result and then simply ignore it (Hoening and Heisey 2001).
Finally, blocking or stratified random assignment refers to a process where the experimentalist partitions the sample into relevant subgroups, such as Democrats or Republicans or men and women, prior to randomization. Then, random assignment occurs separately within each group (Geber and Green 2102: 71-80, Glennerster and Takavarasha 2013: 153-158). Blocking can ensure that certain subgroups have a sufficient number of control and treatment units for analyses of subgroup-specific effects – for example, it can ensure enough Republicans receive the special interest story or not so as to look at that subgroup. Blocking becomes particularly useful when one has a strong *a priori* expectation of a moderating effect and the experiment’s sample size is small.

**Summary**

(1) When scholars care greatly about identifying casual pathways or mediation, they need to refer to design approaches to mediation – few social scientists have conducted such experiments, but a growing literature offers guidance. The point is identifying mediation requires more than including potential mediator measures as outcomes and correlating them with the outcomes and treatments.

(2) Moderation refers to differential effects among subgroups – as I will later discuss, while these subgroups typically refer to variations among the units, one could also consider heterogeneity among settings, treatments, and outcome measures.

(3) The availability of programming to search for heterogeneous effects may deter scholars from theorizing in advance about moderators, but for reasons of generalization that I will later discuss, theorizing about moderators can be essential for the progression of knowledge.

**Conclusion**
Experiments are far from a magical elixir that leads to generalizable causal inferences. While most of the topics covered in this chapter receive attention in research design texts, they remain under-discussed in the practice of experimental social science. Indeed, the range of studies that use the label “experiment” remain hugely heterogeneous with little explicit discussion of what ties them together. Moreover, experiments seem to rarely define their target populations, and all too often experimental hypotheses fail to state, much less motivate, the comparisons involved (e.g., which experimental conditions are compared to which and why). Critiques of experiments often neglect the goal of generalizing the existence of a causal relationship, which differs from descriptively describing a population.

I have attempted to remedy these issues by laying out how experiments fit into the scientific process. I also offered a framework for thinking about different types of experiments and the assumptions underlying the causal inferences to which they lead. I emphasized the importance of counterfactual thinking in designing and presenting experiments, and how design and presentation depend on one’s goals. I conclude with a reiteration of select points that an experimentalist should consider well before data collection.

- Identify the target population and justify the sampling approach (see the next chapter for further discussion on sampling).
- Recognize how the context, topic, and measures compare to related studies and the implications for generalization.
- Construct valid and accurate measures.
- Consider the assumptions underlying causal inference, given the experimental design, and whether these assumptions are met.
- Specify and theoretically justify the key comparison groups (i.e., the key counterfactual).
• State the goal of the experiment and consider implications for generalization (e.g., is the precise causal effect size important?).

• If heterogeneous effects are expected, consider blocking and ensure the sample size is sufficiently large.
Chapter 3: Evaluating Experiments: Realism, Validity, and Samples

I began the book with a discussion of the relative explosion of experiments in political science, and to varying extents, the other social sciences. I left unanswered, though, the question of what exactly drove resistance to the method for so many years (i.e., why experiments were so rare prior to the 1990s-2000s). While it partially stemmed from the lack of technological opportunities, as discussed, it also reflected fundamental concerns about realism, external validity, and the nature of experimental samples. I turn to a discussion of these topics in this chapter. I do not re-visit past concerns, but rather, I highlight ways to think about the topics that continue to be misunderstood and mischaracterized.56

Realism

When it comes to assessing the contribution of a particular experiment, there are at least two ways to do so (Aronson and Carlsmith 1968, Aronson et al. 1998). First, experimental realism refers to whether “an experiment is realistic, if the situation is involving to the subjects, if they are forced to take it seriously, [and] if it has impact on them” (Aronson et al. 1985: 485). That is, experimental participants treat the situation as real, as they would approach any situation in everyday life (i.e., they are involved). Second, mundane realism concerns “the extent to which events occurring in the research setting are likely to occur in the normal course of the subjects’ lives, that is, in the ‘real world’” (Aronson et al. 1985: 485).57

56 Parts of this chapter come from Druckman and Kam (2011).

57 A third evaluative criterion is psychological realism, which refers to “the extent to which the psychological processes that occur in an experiment are the same as psychological processes that occur in everyday life” (Aronson et al. 1998: 132). The relevance of psychological realism
Much debate about experiments revolves around mundane realism. When participants do not match the population of interest or stimuli do not resemble something one encounters regularly in daily life, many conclude the study has limited value. If one’s goal is to “whisper in the ears of princes” – that is, to directly test the causal effect of a precise intervention, such as a particular campaign message or a curriculum – then low-mundane realism indeed constitutes a problem. Such policy-oriented experiments aim to simulate a particular “reality.” Yet, many (and in some fields, most) experiments do not have such a goal and in those cases, emphasis on mundane realism is misplaced (e.g., see McDermott 2002, Morton and Williams 2008: 345); of much greater importance is experimental realism. Failure of participants to take the study and treatments seriously compromises the basis of the causal inference, which in turn, renders the experimental results fairly meaningless (e.g., Dickhaut et al. 1972). Moreover, scholars have yet to specify clear criteria for assessing mundane realism, and, as Liyanarachchi (2007: 57) explains, “any superficial appearance of reality (e.g., a high level of mundane realism) is of little comfort, because the issue is whether the experiment ‘captures the intended essence of the

 depends on one’s philosophy of science (c.f., Friedman 1953, Simon 1963, 1979: 475-476; also see MacDonald 2003). I do not discuss it further as it has received relatively little attention (compared to experimental and mundane realism) in work on social science experiments.  

58 By “seriously,” I mean analogous to how individuals treat the same stimuli in the settings to which one hopes to generalize (and not necessarily “serious” in a technical sense). Experimental realism may be of less importance in the case of policy oriented experiments since it may be reveal that in fact individuals do not take the stimuli being tested seriously which itself would be a relevant finding given the goal.
When it comes to theory-oriented experiments, efforts to “match” to situations observed outside the study *per se* become problematic as the goal involves generalizing to the precise parameters put forth in the given theory. Plott (1991: 906) explains that the “experiment should be judged by the lessons it teaches about the theory and not by its similarity with what nature might have happened to have created.” The same can be said for experiments with the goal of searching for facts; Mook (1983: 385) states that we “may assume that in order to *generalize* to ‘real life,’ the ... setting should *resemble* the real-life one as much as possible… This assumption is false” (italics in the original). This conclusion follows because experiments aim to isolate the impact of a causal variable, which means removing the “noise” of real life that then can be systematically built into subsequent studies. Put another way, given experiments aim to identify the effect of a given variable, it becomes inevitable they look different from the multi-dimensional nature of “real life.” One often wants to establish what “can” happen; from a Popperian perspective, one cannot definitively prove what does happen. In short, unless one has strongly applied goals to assess an intervention implemented in real-time, mundane realism should play little to no role in assessing an experiment. Researchers should instead focus on experimental realism as well as the design of valid and accurate treatments, which I next discuss.

*Designing Treatments*

The discussion of realism raises the question of how one should construct experimental interventions that often serve as the causal variable of interest. One hopes that the treatment alters values of the independent variable (e.g., causes subjects to think about campaign finance in terms of free speech) or induces certain beliefs among participants (e.g., how much they will get
paid). The mundane realism of the treatment itself, unless one’s goal is to “whisper in the ears of princes,” is irrelevant. As Mutz (2021) states, “it is not necessary that people in the real world frequently encounter [the] treatment or experience... What is most important about a treatment is that it systematically and substantially changes the independent variable in the intended direction” (also see Mutz 2011: 84-99).

Mutz (2021) offers the example of a researcher interested in the influence of anxiety on political attitudes. An experimental approach requires a manipulation that induces anxiety (such as a stressful task or video clip). What matters is that anxiety changes – not how it is done. Mutz (2021) provides another example of using Reader’s Digest stories to alter people’s level of social trust (e.g. the story either described someone absconding with a wallet found on the ground or returning it) (Mutz 2005). The intervention altered social trust – that it came from Reader’s Digest did not matter.

These examples make clear that sound treatments do not depend on their mundane realism but rather on whether the relevant independent variable changes. When it comes to evaluating treatments, researchers should not trust themselves to validate them. For example, one should not assume that a news article that seems to talk about special interests and campaign finance will be read as such by experimental participants, that a particular audio recording will stimulate anxiety, or that a story will generate social trust. A crucial step taken in the design of an experiment entails validating the intervention with a sample that matches the experimental participants and/or the participants themselves.

---

59 This study explored the impact of social trust on online purchasing behavior.
One approach to validation involves piloting the intervention – one need not test the outcome variables of interest but instead assess whether participants interpret and react to the intervention as presumed (e.g., increased anxiety or social trust). Piloting has the advantage of allowing one to evaluate different approaches before implementing the actual experiment. Ideally, one pilots on a sample drawn from the same population as the experiment. If that is not possible, however, one should carefully think about possible differences between the pilot sample and the experimental sample. For example, many experiments use last names in treatments to signify race, such as exposing some people to vignettes about whites (e.g., using the name “Larsen”) and others about African-Americans (e.g., using the name “Washington”). The common practice is to identify names using objective birth data or those used in other studies. Yet, as Crabtree and Chykina (2018: 21) note, the “potential problem here is that scholars often ignore the extent to which these choices accurately map onto how individuals perceive names.” They show notable heterogeneity in race of names across U.S. counties (e.g., Washington is a common African-American name in some counties more than others). This finding exemplifies the importance of piloting treatments on the target populations when possible and, when not, carefully considering contextual confounds. Ultimately, a good experiment offers

---

60 When it comes to applying induced value theory as part of the intervention in experiments, a common manipulation check is for researchers to have participants partake in practice sessions (e.g., Plott and Pogorelskiy 2017). Subjects are not included in the main experiment if they fail to act in accordance with the requisites of induced value theory given the rewards offered (e.g., Cooper et al. 1993: 1309). Indeed, if they fail to do so, it is a manipulation failure. This testing is done prior to any experimental treatments and so in a sense is a pilot.
corroboration for the intervention that instills confidence that the independent variable is a valid and accurate measure.

In addition to piloting, one can incorporate a manipulation check into the experiment itself to empirically assess whether respondents receive and perceive the treatment as intended. For example, this type of check would involve post-treatment questions about how one interprets an article or about their anxiety (see Mutz 2021 for detailed discussion). Kane and Barabas (2019) differentiate subjective manipulation checks from factual manipulation checks. The former involves asking respondents their perceptions of the treatment; for instance, does a treatment meant to change people’s beliefs about the reinstatement of the draft actually change those beliefs (Horowitz and Levendusky 2011)? The latter entails testing for specific objective facts, such as asking respondents what news source a vignette came from (e.g., when it was clearly labeled as coming from a source such as CNN). Subjective checks ensure the treatment captures “the latent variables of interest” (Kane and Barabas 2019: 247). A factual information check can potentially not only confirm treatment validity but also be used to test for attention, which helps to establish experimental realism.

In practice, scholars should keep three lessons in mind. First, some researchers use attention checks that are unrelated to the experimental treatments, such as asking a trick question like “In the following question, please check only baseball even though it asks for ‘all that apply.’ What are your favorite sports? Check all that apply.” These questions identify those not paying attention but provide no information about the manipulation.61 Factual manipulation

---

61 A robust literature on attention checks assesses the prevalence of inattentiveness (Maniaci and Rogge 2014) and its consequences (Oppenheimer et al. 2009, Hauser and Schwarz 2015).
checks have the advantage of serving as such attentional checks while also checking the manipulation itself. Second, if one includes a manipulation check within the experiment, rather than (or in addition to) relying on pilot tests, a prudent approach is to include the manipulation check questions after the key outcome measures to avoid interactions with the treatment itself (Berinsky et al. 2014, Hauser et al. 2018).62

Third is a significant caveat to the prior point. While manipulation checks within an experiment provide useful information, one should not selectively remove respondents from conditions based on their answers, and then proceed with analyses among that subset. The removal of respondents undermines the solutions to causal inference, and doing so requires non-trivial statistical adjustments (Angrist et al. 1996). Thus, when respondents fail a post-treatment manipulation check, it provides helpful information but one should not remove those who failed and then analyze the data as an experiment.

This point accentuates the usefulness of piloting to avoid discovering problematic manipulations too late. Alternatively, Kane et al. (2020) suggest an approach – applicable to vignette experiments – that involves having all participants read a mock vignette similar in structure to the experimental (treatment) vignette and then answer factual questions about it. Subsequently the experimenter randomly assigns participants, regardless of their success on the factual questions, to conditions. For example, participants read a story about scientific publishing (e.g., concerning rules about public access to federally funded research) and then answer

62 Kane and Barabas (2019) offer evidence that placing manipulation checks before or after the main outcome measure makes little difference; however, placing them after eliminates the possibility that the manipulation check itself affects responses.
questions about the details of the story (e.g., how long did the article say publishers could wait before releasing federally funded research to the public?). Then the experimenter randomly assigns participants to conditions; Kane et al. offer the example of a student loan experiment where participants receive information critical of loan forgiveness for college students (a treatment condition) or no information (a control condition). Having the prior mock vignette allows the researchers to identify inattentive respondents prior to random assignment and then condition analyses on (pre-treatment) attention, likely isolating respondents who attend, perceive, and understand the stimulus itself.63 The advantage here is that the check resembles the experimental manipulation and so those who pass the check likely process the experimental treatment as intended. Indeed, Kane et al. find that conditioning analyses on performance in the mock vignette leads to stronger treatment affects. The inclusion of a pre-treatment vignette need not preclude the inclusion of a post-treatment manipulation check.

Holding costs constant, an ideal study would include extensive piloting, pre-treatment checks, and post-treatment manipulation checks. Despite the crucial role of such checks, the trend, at least in political science, seems to be against using manipulation checks; based on a content analysis of political science journals (and comparing it with other content analyses), Mutz (2021) suggests that “current scholars may be less likely to employ manipulation checks than earlier experimentalists, even though there are more experiments in political science journals than there were in the past” (emphasis in the original). If true, it may reflect to researchers rushing to data collection without considering the elements needed for the study.

63 This approach also avoids the use of seemingly tangential odd questions often used for attention checks that could confuse respondents.
Alas, even a well-piloted and checked treatment does not guarantee the elimination of confounds. Dafoe et al. (2018) point to the possibility of “informational equivalence” with treatments such that a given treatment operationalizes multiple concepts, only some of which are of theoretical interest. For example, treatments that vary whether a country is a democracy or not risk introducing perception not only of governance systems but also of geography, culture, demographic composition, and socio-economic standing (also see Shadish et al. 2002: 75).

Another example comes from the aforementioned use of names to signal race – even putting aside the stated perceptual challenges, an individual may view a name meant to signify a Black individual (e.g., Latoya Washington) as not only revealing race but also class, and thus any impact of a treatment using that name could reflect the effect of race or class. In the ideal, an experimentalist varies only the key attribute across conditions to avoid confounds.\(^\text{64}\)

**Assessing Treatments**

Since an experimental treatment constitutes a way to induce a value on the independent variable of interest, measurement validity and accuracy, as discussed in Chapter 2, become relevant. The validity question revolves around whether the manipulation alters levels of the theoretical construct (i.e., recall, measurement validity refers to the extent to which the measure reflects the abstracted concept). Ensuring validity may well involve deviating from what one

\(^\text{64}\) That said, it may be that the relevant construct is multi-dimensional (e.g., the researcher wants to study the impact of democracies not just as institutional systems but also all the associated features). If not, the researcher should design the treatment to keep the confounding factors constant (e.g., clarifying the composition, socio-economic standings of the democracies and non-democracies) in the treatment or utilize one of the designs put forth by Dafoe et al. (2018).
may think is best for resembling the “real world” – or as having high mundane realism (i.e., the likelihood that the exact treatment will occur in the normal course of the participants’ lives). This is clear in the Reader’s Digest example from Mutz (2005).

Another example from a theory testing experiment comes from Lupia and McCubbins (1998). The authors develop a theory that absent particular external forces (e.g., penalties for perjury), persuasion can occur only if a receiver perceives a speaker to share his or her interests and perceives him or her to be knowledgeable. Other factors, such as actual common interests, likeability, or reputation are not necessary for persuasion. They design an experiment to test this, with the goal of manipulating perceptions of common interests and knowledge. They did this by having receivers predict the outcome of a coin toss (i.e., heads or tails) such that he or she made more money from correct predictions. The receiver received advice from a speaker who either had common interests with the receiver (e.g., made money when the receiver made a correct prediction) or conflicting interests with the receiver (e.g., made money when the receiver made an incorrect prediction). They also varied whether the speaker had knowledge (e.g., observed or did not observe the coin toss outcome). Lupia and McCubbins show that persuasion – the receiver believed the speaker’s statement about the coin toss outcome (i.e., followed the advice) – occurs more with perceived knowledge and common interests. From the perspective of mundane realism, this looks very poor as it (i.e., predicting coin flips) does not resemble political or social persuasion scenarios. Yet, the treatment closely maps onto the theoretical concepts identified. If the authors had instead varied whether the speaker was likable or shared the receiver’s partisanship, it would have lacked content validity, at the very least. That is, likeability and/or partisanship may not cover the dimensions of the construct of perceived common interests and knowledge. The authors designed the experimental treatments to operationalize independent
variables that map onto theory and ensure experimental realism (i.e., the situation is involving to the participants and they take it seriously) (Lupia and McCubbins 1998: 97-112, Bassi 2020). As explained in Chapter 2, in most circumstances, experimental realism takes precedence over mundane realism.

The other dimension of measurement concerns accuracy. Recall from Chapter 2 that accuracy refers, in part, to being unbiased such that a measure (or a treatment) does not systematically under- or overstates the true value of the construct. Bias occurs when a treatment induces participants to move too far in a given direction for reasons unrelated to the treatment itself. Consider work on inter-personal contact. A large literature explores whether intergroup contact can reduce prejudice; for example, does interacting with those from a different racial or ethnic group lead people to be more tolerant (e.g., Allport 1954)? The results are mixed (Paluck et al. 2018). Building on this idea, some explore whether having individuals “imagine” contact can reduce prejudice. The idea is that mentally simulating a positive interaction can have an effect, which, if true, would have profound potential since it does not entail overcoming systemic geographic and cultural forces that limit contact (e.g., Crisp and Turner 2009, Crisp et al. 2009). A common manipulation involves people thinking about interacting with another person (either who shares their demographic profile or not), offering details about where the imagined interaction occurs, and encouraging participants to think carefully about it and closing their eyes (e.g., Husnu and Crisp 2010, 2011). This work often finds that imaging contact with an out-group, relative to imagining something else or imagining contact with a distinct group, can significantly reduce intergroup bias (e.g., create/lead to more positive attitudes towards the other group) (Miles and Crisp 2014).
In assessing this treatment, one might worry about measurement bias or accuracy: the manipulation might lead to systematic over-statement of the positivity of the imagined contact relative to what would occur in non-experimental where the intervention may be applied. This could occur because experimental participants anticipate that the experimenter has positive attitudes towards the outgroup leading to a demand effect – where participants want to please the experimenter. That is, participants imagine an interaction not as they typically would in, say, an educational setting (one domain where advocates suggest imagined contact can influence attitudes) but rather in a way that coheres with what they think the experimenter wants. There is social desirability bias in imagining contacts that over-state its positivity. Here the concern is not about measurement validity but bias due to participants trying to match the experimenter’s desired views (Bigler and Hughes 2010: 132).

A similar concern arises in work that pays respondents financial incentives when asking them about political facts. The theory here is that partisans often misreport their factual beliefs so as to appear like “good partisans,” such as reporting improved unemployment or inflation rates when their party controls the administration, regardless of objective reality. Some argue that an intervention to stimulate respondents to be more accurate and/or elaborative when thinking “reduce[s] partisan divergence and elicit[s] responses more informative of people’s true beliefs by offering incentives to answer correctly” (Bullock et al. 2015: 526; also see Prior et al. 2015).

One could also question construct validity if the construct was actual contact; however, that may be a mistake since those who study imagined contact make clear that the construct is not actual contact but the “concept of contact, mentally articulated in the form of an imagined interaction” (Miles and Crisp 2014: 3).
This work finds payment leads to less factually incorrect reporting. The question remains, however, if the financial incentive offered to the treatment group is a good proxy (measure) for elaboration (although see Jamieson and Weller 2020 on incentives and effort). An alternative possibility is that respondents want to earn money and answer questions in the way they think the study designers would like them to do so. That is, they may believe the experimenter has certain beliefs and to earn the money they need to match those beliefs. In short, the treatment generates an experimentally driven response reflecting a measurement bias in the treatment. Respondents misstate their actual beliefs – appearing more factually correct than they are – to make money since they think the experimenters have false beliefs themselves, which means these are not “people’s true beliefs.”

My suggestions in the imagined contact and financial incentive experiments constitute nothing more than untested assertions. It is entirely possible that in both cases, there is no measurement bias in the treatments (e.g., Mummolo and Peterson 2019). Nonetheless, my point is that in assessing treatments, one needs to recall the lessons of good measurement, concerning validity and accuracy, and evaluate the treatments along those dimensions.

Summary

(1) Many assess experiments based on their mundane realism – that is, how much they resemble “the real world.” If one’s goal is to directly inform policy, this standard is reasonable. Otherwise, mundane realism does not constitute an important evaluative

---

66 Bisgaard (2019) suggests that measuring factual knowledge itself may have insufficient content validity since other relevant dimensions include attributions of responsibility for the facts (e.g., economic situation).
criterion. Much more important are experimental realism and the construction of theoretically appropriate treatments.

a. Experimental realism requires ensuring that participants take the study seriously (e.g., treat the situation as they would treat any other situation in life).

b. Treatments should be constructed to operationalize the relevant theoretical construct, which is orthogonal to the question of mundane realism (unless the goal is to test a policy intervention).

(2) Pilot testing and/or manipulation checks are essential to ensure experimental participants perceive the treatment(s) as intended.

(3) Consider treatment confounds and whether they create problems for the causal inference under study.

(4) Assess treatments as a form of measurement – considering their measurement validity and accuracy (bias).

Validity

Few topics garner as much discussion when it comes to experiments as “validity,” which, in this context, is distinct from measurement validity (as discussed in the prior section and in Chapter 2). In their classic text, Shadish et al. (2002: 38) distinguish four types of validity, summarized in Table 3-1: 1) statistical conclusion validity concerns the confidence one has in the covariation between the treatment and outcome, 2) internal validity concerns the confidence one has in concluding a causal relationship between the treatment and outcome, 3) construct validity concerns the confidence one has in the inferences about the constructs of interest (e.g., measurement validity, the setting reflects the focal setting or population of interest), and 4) external validity concerns the confidence one has that the cause-effect relationship “holds over
variation in persons, settings, treatment variables, and measurement variables.\textsuperscript{67} Put another way, external validity refers to generalizability (Mutz 2011: 133). With construct and external validity, another dimension sometimes includes a finding holding over distinct time periods, although time can also be enveloped in the “different settings” category of external validity (Shadish et al. 2002: 20, 70; Cook and Campbell 1979).\textsuperscript{68}

Table 3-1: Types of Validity

<table>
<thead>
<tr>
<th>Type</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Statistical conclusion validity</td>
<td>The confidence one has in the covariation between the treatment and outcome.</td>
</tr>
<tr>
<td>Internal validity</td>
<td>The confidence one has in concluding a causal relationship between the treatment and outcome.</td>
</tr>
<tr>
<td>Construct validity</td>
<td>The confidence one has in the inferences about the constructs of interest.</td>
</tr>
<tr>
<td>External validity</td>
<td>The confidence one has that the cause-effect relationship holds over variation in persons, settings, treatment variables, and measurement variables.</td>
</tr>
</tbody>
</table>

When it comes to statistical conclusion and internal validity, the key issues revolve around meeting the assumptions of causal inference previously discussed, in light of whichever approach one takes. Construct validity partially, although not entirely, involves questions of measurement and treatment design. In these senses, I have already touched on the topics; moreover, extended discussion of these types of validity are available in Shadish et al. (2002). Gerber and Green (2012) also offer superb guidance on ways to address statistical conclusion

\textsuperscript{67} This concept is distinct from “ecological validity” which is akin to mundane realism.

\textsuperscript{68} On timing, one particular salient consideration is pre-treatment effects – that is, whether experimental respondents had been exposed to information analogous to the treatments prior to the experiment (Gaines et al. 2007, Druckman and Leeper 2012b, Slothuus 2016).
and internal validity problems that arise from violating assumptions underlying the random assignment statistical approach to causal inference.

I focus here on external validity as it receives a disproportionate amount of attention in discussions of experiments. This attention imbalance likely stems from three misperceptions. First, many assume experiments possess high statistical conclusion and internal validity due to the intervention; yet, as explained, assumptions still must be met and experiments inherently do not guarantee high internal validity. Second, many perceive a finite tradeoff such that increased internal validity means lower external validity, when in fact addressing one type of validity does not invariably affect other types (see Shadish et al. 2002: 96-102). Third, there exists a widespread concern that experiments in the social sciences have low external validity; as McDermott (2011: 34) states, “political scientists tend to focus, almost exclusively, on problems associated with external validity” (also see Mutz 2011: 12). In what follows, I provide a constructive approach to thinking about external validity – by highlighting four key questions one should ask when generalizing – to reduce the reflexive presumption that an experiment has low external validity.

The first question one must ask when assessing external validity is “what is being generalized?” This ties back to my earlier discussion about experiments as an approach for generalizing casual relationships. It could be that one aims to generalize the existence of an experimental treatment effect (be it via the randomized intervention or controlled variation), or the precise size of a treatment effect. The answer depends on the goal of the experiment. When

---

69 Egami and Hartman (2020) draw a similar distinction in their formal framework where they put forth testing procedures for exploring “effect-generalization – generalizing the magnitude of
the underlying goal involves “whispering in the ears of princes” – i.e., speaking directly to policy interventions – then the size of the impact matters, since those making policy (e.g., government officials, leaders of non-governmental organizations) may use it to assess the costs and benefits of policy programs. This introduces a host of challenges coined as “threats to scalability” by Al-Ubaydli et al. (2017). These authors (282) explain that when policy programs are based on experimental findings, “the program (treatment) effects diminish substantially in size…” This occurs due to experimental findings being false positives, the population from which the experiment(s) drew the sample being amenable to larger effects (e.g., informed consent is obtained only from those likely to be affected, superior compliance in experimental studies than in policy programs), and loss of control once one leaves the experimental study setting (e.g., the treatment administration is no longer overseen by the researcher). The authors argue for more explicit consideration of scalability problems, pushing researchers to flip “the traditional model, calling on scholars to place themselves in the shoes of the people whom they are trying to influence and produce more policy based evidence. Our call is for policy research that starts by imagining what a successful intervention would look like fully implemented in the field, applied to the entire subject population, sustained over a long period of time, and working as it is expected because its mechanism is understood” (Al-Ubaydli et al. 2020b: 21).

When an experimentalist’s goal involves searching for facts or testing theories, the precise effect size matters much less. Here, one looks for evidence consistent with or contradictory to a hypothesis or pattern. External validity questions concern whether the causal

causal effects [and] sign-generalization – assessing whether the direction of causal effects is generalizable” (1).
relationship itself generalizes, regardless of size. For social scientists, this is the case for many experiments. External validity concerns then come down to assessing whether features of the experimental sample, context, treatment, and measure preclude generalizing the relationship beyond the single study.  

In addition to assessing whether a given relationship generalizes beyond a study, one needs to ask an often ignored question: “to what is one generalizing?” As emphasized in Chapter 2’s discussion of sampling, one must state to what population, settings, and causal variables one wants to speak (e.g., Tipton 2019 et al.). With these statements in place, one needs to systematically assess whether there exist features of the experiment that would undermine the existence of a finding in the targets of generalization. To see this in practice, consider sample

70 This is not to say effect sizes are completely irrelevant without a policy goal. As discussed, expected effect sizes play a role in identifying the appropriate sample size with regard to statistical power. In Chapter 5, I also explain that while a single effect size from a given study should be taken with great caution, the aggregation of effects across studies play a vital role in the accumulation of knowledge – my hesitancy here concerns generalizing an effect size from a given study.

71 Westreich et al. (2019: 439) explain that “in few, if any, studies – randomized trials or otherwise – do authors report the target population for their causal effect.” They introduce the concept of “target validity,” which refers to “the total difference between the true causal effect in the target population and the estimated causal effect in the study sample” (438). This metric is useful insofar as it accentuates the importance of clearly defining the population.
generalization. For many experiments, at least in the field of American political behavior, the presumed population includes all U.S. citizens (or permanent residents) of voting age. An experiment may be done on a non-representative convenience sample and the issue then is whether a causal inference found in the experiment would hold in the population. The only reason it would not hold is if the causal relationship depends on individual attributes. Or put another way, if no individual level characteristics moderate the treatment effect, the same causal dynamic holds for all individuals in the population and thus what one finds in any sample from the population would be the same (putting aside measurement error, etc.).

To see this point in action, consider one of the most notable findings in the social sciences about the impact of conformity – people follow descriptive norms by adapting their attitudes when the majority of those around them hold particular opinions (e.g., Sherif and Sherif 1953, Asch 1956, Dwyer et al., 2016, Davis et al. 2018). Scholars invoke this finding to explain voting behavior (e.g., Gerber et al. 2008, Sinclair 2012), the formation of policy beliefs (e.g., Kahan 2017), and conservation behaviors (Bayes et al. 2020), inter alia. Yet, much of the direct causal (i.e., experimental) tests of conformity have relied on student samples, raising the question of whether the dynamic generalizes to non-student populations. It may not, because younger individuals have more malleable attitudes, meaning they conform more easily (Bond and Smith 1996). Such a rationale is plausible and necessary for one to question whether the finding generalizes. That is, one must state a reason why the experimental effect may not hold in the target population; the onus falls on the critic – as a Popperian perspective makes clear, nothing can be proven and thus an argument and evidence should be accepted until shown otherwise.
Yeager et al. (2019) replicate the classic conformity experiment (randomly assigning participants to a condition that said a majority of Americans support a public policy or a majority opposed it) on a probability sample of Americans. Yeager et al. replicate the conformity effect such that those who learn a majority of Americans support a policy are more supportive than those who are told a majority opposed it; this finding reveals the generalizability of the conformity effect across samples. More interestingly, they also report that the effect size in their probability sample is significantly smaller than that found in the student samples, and the smaller size comes from conformity having a larger impact on respondents who resemble students in terms of age, education, income, race, gender, and region. The Yeager et al. results highlight: 1) the importance of distinguishing whether one wants to generalize the existence of a causal effect or its size, 2) when generalizing the existence (which I have suggested is the norm for much of social science), one must identify sample features that would undermine generalization to a specified target population, and 3) generalizations of well-developed and previously-tested causal relationships often hold across samples (Yeager et al. replicate 6/7 studies; also see Klein et al. 2014, Mullinix et al. 2015, Coppock 2019b).

Assessing external validity thus entails specifying what one is attempting to generalize and to what one is attempting to generalize. This means experimentalists need to carefully state their targets of generalizations but also that critics who cite low external validity need to specify what aspect of the study limits its generalizability. Much of the discussion – including the example from Yeager et al. – focuses on the generalizability of the units or sample. A third point

---

72 They also explore six other classic psychological experiments that had been conducted mostly with student samples.
is that, as mentioned, external validity means generalizing across 1) samples, 2) settings, 3) treatments, and 4) outcome measures (Shadish et al. 2002: 83; see Egami and Hartman 2020 for a formalization that incorporates these four dimensions into the potential outcomes framework). This often-missed point reveals a double-edged sword for experimentalists. On the one hand, scholars rarely explicitly consider how a study might generalize to distinct settings, treatments, and outcome measures – with some notable exceptions being explicit meta-experiments that look at contextual effects (e.g., Dunning et al. 2019, Blair and McClendon 2021). On the other hand, the same holds for most non-experimental empirical work.

While scholars sometimes obsess about the random selection from a population of units and sometimes talk about settings of the experiment (e.g., laboratory, field, survey), they rarely discuss the representativeness of the larger context, treatments, and outcome measures. As

---

73 These four dimensions appear to differ from what I emphasized in my discussion of sampling in Chapter 2, where I pointed to sampling of units, contexts, topics, and measures. However, “settings” is synonymous with “context.” Measures can be broken out into treatments and outcome measures, and “topics” are enveloped in treatments. I opted for the distinct characterization earlier since those are the elements substantively most relevant when thinking about sampling (i.e., units, contexts, topics, measures), but here I stay consistent with Shadish’s (2002) classic treatment.

74 For an example of generalizing over time, see Twenge et al. (2008).

75 Shadish et al. (2002: 23-24) state, “[r]andom selection occurs even more rarely with treatments, outcomes, and settings [and timing] than with people… sampling methods of any kind are insufficient.”
Mutz (2011: 131-132) emphasizes, the “tendency to make assertions about the generalizability of research results based solely on either the setting in which the study was done (i.e., laboratory versus field) or the representativeness of the subjects studied reflects a lack of considered thought on [the] much broader and ultimately more interesting subject… methodology alone provides little to no guidance when judging external validity” (emphasis in original). Mutz’s point makes clear that assessments of generalizability involve more than a mundane realism standard or the sample, but also include the setting and the operationalizations, and how well they match the target context, outcome measures, and treatments.

One telling study is Landy et al.’s (2020) crowdsourcing initiative where more than a dozen research teams independently created stimuli to test the same research questions (on topics including moral judgment, negotiation, and implicit cognition). For instance, the implicit cognition study built on initial research measuring awareness (self-reports) of automatic prejudice with questions like: “Although I don’t necessarily agree with them, I sometimes have prejudiced feelings (like gut reactions or spontaneous thoughts) that I don’t feel I can prevent.” Another team operationalized the construct with questions such as “Regardless of my explicit (i.e. conscious) beliefs about social equality, I believe I possess automatic (i.e., unconscious) negative associations towards members of stigmatized social groups.” Yet, a distinct team took the approach of first offering an introduction about automatic triggered associations. Then they had respondents report their “first automatic reaction when you think about” various distinct groups (e.g., African-Americans, Latin Americans, Gay people, etc.) on a scale ranging from more negative automatic associations to more positive automatic associations. The study overall finds that across the five hypotheses tested there is substantial variation in results based on the sets of materials (i.e., very different results from distinct research teams tasked with testing the
same hypothesis due to the use of variations in operationalizations). This highlights that generalization across operationalization is far from a foregone conclusion.\footnote{Interestingly, they also find that scholars were able to successfully forecast which of the hypotheses being tested were more likely to have consistent results (suggesting strong a priori expectations of hypotheses robust to variations in operationalizations).}

This discussion makes clear that once one starts to consider tests over all these dimensions (i.e., samples, settings, treatments, and outcomes measures) “a strong case can be made that external validity is enhanced more by many heterogeneous small experiments than by one or two large experiments” (Campbell and Cook 1979: 80). Experimentalists must consider all of these dimensions necessitating the need for multiple studies to capture them all.\footnote{One also needs to be precise about the causal inference being generalized. For example, some critique experimental studies that show exposure to a given media story changes attitudes on the issue covered in the story. They argue that in other settings where people can choose the media to which they are exposed, the exposure effects diminish or disappear (e.g., Barabas and Jerit 2010, Arceneaux and Johnson 2013). The problem here is that the initial media studies were trying to generalize a relationship that assumed exposure (Mutz 2011:150-151), whereas the critic involves a causal relationship between media choice environments and attitudes. This is valuable and reveals a contextual limitation of the initial studies, but it does not undermine the value of those studies since the casual relationships being studied is distinct.}

Fourth, just as causal inferences require points of comparison, so should statements of external validity; put another way, they should be precise. If one assesses the generalization of a sample to a larger population, then the relevant question is: holding all other aspects of the
experiment constant, would the experiment have higher external validity if carried out on a different sample (and what kind of different sample)? As explained, a gain in external validity may occur less often than presumed, but, regardless, holistic statements that an experiment “has low external validity” not only provide little constructive guidance, but also unknowingly employ an illusionary idealistic study that randomly samples across units, settings, treatments, and outcomes. A more useful approach entails evaluating each dimension of external validity and considering how a different study may have increased generalizability relative to the extant study. Every empirical study is confined in terms of generalization and assessments need to be precise across dimensions of validity and points of comparison. In Table 3-2, I offer a summary of the four key questions one should ask when thinking of generalizing.

Table 3-2: Generalization Questions

<table>
<thead>
<tr>
<th>Generalization (External Validity) Questions</th>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>What is being generalized?</td>
<td>Generalizing the existence of an experimental treatment effect, or the precise size of a treatment effect.</td>
</tr>
<tr>
<td>To what is one generalizing?</td>
<td>State to what population, settings, and causal variables one wants to generalize.</td>
</tr>
<tr>
<td>Which dimensions of generalization are most important or problematic?</td>
<td>One could aim to generalize across samples, settings, treatments, and outcome measures.</td>
</tr>
<tr>
<td>What is the counterfactual / comparison point for a generalization statement?</td>
<td>Evaluate each dimension of external validity and consider how a different precise study may have increased generalizability relative to the extant study.</td>
</tr>
</tbody>
</table>

This is similar to the idea of “parallelism” in experimental economics – “it should be presumed that results carry over to the world outside the laboratory. An honest skeptic then has the burden of stating what is different about the outside world that might change results observed in the laboratory. Usually new experiments can be designed and conducted to test the skeptic’s statement” (Friedman and Sunder 1994: 16; italics in original).
This brings me back to falsification. Every empirical test of a causal proposition, if done carefully, accumulates evidence and leads to knowledge progression – either by offering evidence consistent with a hypothesis or not, in which case one refines the theory (or starts over).\footnote{Causal hypotheses are never confirmed and evidence accumulates via multiple tests, even if all of these tests have limitations. Campbell (1969: 361) states, “…had we achieved one, there would be no need to apologize for a successful psychology of college sophomores, or even of Northwestern University coeds, or of Wistar staring white rats.”} No study should be dismissed due to vague statements about external validity or mundane realism – every test helps and we need “many tests to determine whether a causal proposition has or has not withstood falsification” (Cook and Campbell 1979: 31; italics in original). This accentuates a corollary point that assessments of external validity ideally occur over a range of studies on a single topic (Mutz 2011: 135). The validity of any single study, regardless of the nature of its participants, context, and operationalizations, should be considered in light of the larger research agenda to which it hopes to contribute.

In sum, discussions of external validity need to consider: 1) the goal of the research, 2) the targets of generalizations and sources of heterogeneity, 3) multiple dimensions of generalizability, 4) the comparison points, and 5) the larger research agenda. External validity has long been the bane of experimental studies, and this is for good reason at times. Yet, when one critiques the external validity of an experiment, the onus falls on that person to specify why the causal relationship (or lack thereof) would not generalize to a target population, context, treatments, and outcome measures. On the flip side, experimentalists must take these considerations into account when they attempt to generalize, which means clearly stating the
goal of the study, the target population/context/treatments/measures, and why the causal relationship or size thereof would generalize. More precise and sustained discussion about external validity will lead to improved experiments and, ultimately, intellectual progress.

**Summary**

(1) Most take statistical conclusion and internal validity for granted in experiments but one must assess the causal assumptions underlying claims from experiments, as enunciated in Chapter 2.

(2) Experiments do not inherently have lower external validity than other methods.

(3) The assessment of external validity requires answering the following questions.

  a. What is being generalized? In many cases, it may be the existence of a causal relationship whereas, in applied studies, the size of the relationship may be important.

  b. To what is one generalizing? This requires specifying the precise population of interest, as well as the target setting, treatments, and outcome measures. With regard to the sample, generalization depends partially on the existence of heterogeneous effect sizes.

  c. Which dimensions of external validity are most relevant/problematic? External validity entails generalizing across samples, settings, treatments, and outcome measures (and timing). Most experiments have no variation in the latter three dimensions, necessitating the need for multiple studies. A promising path involves systematically introducing variation in the three dimensions (drawing on approaches in the case study literature; see, e.g. Gerring 2001).
d. In assessing the generalizability/external validity of an experiment, what is the comparison point? Scholars need to be precise about the “counterfactual” study to which one compares an experiment.

(4) External validity should not be a reason to dismiss an empirical result; all empirical evaluations of falsifiable hypotheses, if soundly conducted, contribute evidence that accumulates over time.

Experimental Samples

In the prior section, I discussed the some of the conditions that determine whether a given experimental sample of units is problematic for generalizing a causal interference. Here I explicate with more detail; I do so because when it comes to critiques of the external validity of experiments, the central culprit has long been the sample of units. This stems from the prevalence of student samples used in experiments throughout the social sciences and concomitant suspicion of such samples (Sears 1986). Writing a little more than a decade ago, Kam et al. (2007: 421) state there exists a “simplistic heuristic of ‘a student sample lacks external generalizability.’” Similarly, Gerber and Green (2008: 358) write, if “one seeks to understand how the general public responds… the external validity of lab studies of undergraduates has inspired skepticism” (also see McDermott 2002, 2011 for discussion).80

80 An intriguing issue that has received relatively less attention concerns the comparability of student samples from different institutions. Lupton (2019) studies this issue, finding demographic and attitudinal differences across student samples from different schools but largely consistent treatment effects. She also finds variation in participant dropout rates depending on whether the school has a dedicated research pool.
Much changed in the ensuing decade thanks to the rise of online data sources that facilitate, in particular, the implementation of survey experiments. These samples can be roughly categorized into one of three types. First are probability internet panels where a company draws or recruits a probability sample (i.e., every unit has a known and equal chance of being sampled) of the population (e.g., a country), and individuals then agree to participate in periodic surveys for compensation. While coverage and non-response remain challenges, these samples constitute the gold standard; however, they come at a high financial cost. Second are non-probability but purportedly representative internet panel samples. In these cases, individuals opt-in (e.g., via advertisements) to receive compensation for taking surveys over time. The companies that oversee these panels then, when hired by a researcher, use a version of quota sampling to draw a set of respondents that matches a specified population on key demographics – such as having percentages of women and minorities that equal those found in the U.S. census. These samples vary in their ability to hit benchmarks, but some have been demonstrated to do quite well (e.g., Vavreck and Rivers 2008). These data vary in cost but almost always come cheaper than probability samples.

Third, the most notable innovation comes from crowdsourcing labor market platforms, with the best-known being Amazon’s Mechanical Turk (MTurk). Researchers can directly use MTurk or analogous platforms to hire individuals to complete tasks, including taking survey experiments for direct compensation. These platforms provide researchers with cheap convenience samples that ostensibly offer more heterogeneity than student samples. A

81 One challenge for many of these samples, strictly speaking, is they often have poor joint distribution issues, such as lacking a sizeable percentage of low-income minorities.
substantial literature assesses the demographic nature of these crowdsourcing platforms and whether experimental results from them match those from other samples (Paolacci et al. 2010, Buhrmester et al. 2011, Berinsky et al. 2012, Huff and Tingley, 2015, Krupnikov and Levine 2014, Mullinix et al. 2015, Levay et al. 2016, Coppock 2019b). These samples also bring with them ethical concerns in terms survey participants not receiving a fair wage (e.g., Williamson 2016). Krupnikov et al. (2021) offer an overview of this work, showing the rise in these samples, as well as offering advice on how to best use student, community, crowdsourcing, and other types of convenience samples.

Technological innovation provides experimentalists with access to other types of samples as well. For instance, while experiments have long been done with elected officials – sometimes intentionally (e.g., Grose and Wood 2020) and sometimes naturally (e.g., Cirone and Van Coppenolle 2018) – the ability to contact them via e-mail has stimulated a relative explosion in “elite” experiments (e.g., those who work in government; see Neblo et al. 2018, Grose 2014, 2021, Nathan and White 2021). Of particular note are audit experiments, which I discuss in the next chapter (Costa 2017). The expansion of social media also provides experimentalists with a data source, sometimes to recruit subjects (e.g., Munger et al. 2019), and other times to experimentally study social media behavior (e.g., Bond et al. 2012, Guess 2021).

While all of these sampling opportunities (e.g., internet panels, crowdsourcing platforms, social media samples) allay some of the concerns about student samples, many still question: do
findings from a given sample generalize (e.g., have external validity)?

Ironically, as I next explain, the answer should be thought of in terms of theory rather than empirics.

**Three Sampling Scenarios**

In essence, there exist three scenarios – as formalized in Druckman and Kam (2011) – that could be the “truth” in a given target population. First, it may be that the impact of the treatment on the outcome variable (e.g., the impact of a persuasive message on attitudes, the effect of electoral observers on fraud, the influence of non-anonymity in allocation of funds to co-ethnics, etc.) is homogenous, meaning the treatment has the same impact on all individuals in the population. For instance, a persuasive message moves policy attitudes by 10% among everyone, regardless of their gender, income, race, partisanship, etc. The implication is that if one tests the treatment only on young people, the treatment would push attitudes by 10%, or if one tests it only on older people, one would also find a 10% movement. The same is true if the sample only consists of men or only included women, only low-income or only high-income, only Democrats or only Republicans, etc. Since the persuasive message treatment moves all segments of the population the same amount, the nature of the sample becomes irrelevant. In short, with such homogeneity, any sample from the population will, with the typical uncertainty, provide an unbiased estimate of the causal treatment effect (and the same estimate will come

---

82 The trend in using these new sampling opportunities can be seen by counting the number of experimental articles in the *APSR* (as displayed in Figure 1-1) that employ such “non-traditional samples” (i.e., non-student convenience samples, social media, or elites). The use of these samples jumped by 6 percentage points in articles from 2010 to 2019, relative to 2000 to 2009 (52% to 58%).
from any sample). There is no threat to external validity from any sample even when it comes to the precise size of the effect.

A second sampling scenario is that the treatment effect in the population is heterogeneous such that individual characteristics moderate the effect. For example, a persuasive message about Medicare may differ across segments of the population; it may be that the effect is larger among older people and smaller among younger people. If one uses a sample that skews towards older (younger) people then the treatment effect would be wrong – i.e., it would be over-stated (under-stated) since the effect is larger (smaller) among older people. However, if the skewed sample has at least some mix of older and younger people (i.e., some variance), then one can in essence control for age by interacting it with the treatment variable. This is the technique discussed in Chapter 2 for modeling heterogeneity by interacting the treatment with the moderator (e.g., exposure to message * age). Doing so would result in an unbiased estimate (with typical uncertainty) of the size of the average treatment effect, even if the sample comes from a crowdsourcing platform, community volunteers, or an opt-in panel. Druckman and Kam (2011) use simulations to show that as long as there is just some variance in the moderator (e.g., age), the estimate will be on-target.

Here, an experimentalist controls for the sample bias that would skew a treatment effect by interacting the source of the bias with the treatment (with one caveat discussed below). Even if one uses a perfectly representative sample but does not control for age via an interaction, the treatment effect will be misleading as it may look moderate when in fact it is large for older people but small for younger people; the heterogeneity would be masked. This would be akin to having an omitted variable.
It follows that, in most cases, the external validity or generalizability of a sample depends not on the composition of the sample but rather on the strength of one’s theory underlying the causal effect and then modeling the theory (i.e., the moderator) correctly. Scholars spend much time empirically comparing demographic and political benchmarks of samples when the issue ultimately concerns having stronger theory about moderators, and then constructing appropriate samples when needed.

The third sampling scenario provides a caveat (e.g., the “in most cases” phrase in the prior paragraph). A non-representative (non-probability) sample becomes problematic if it lacks variance in the moderator since in that case one cannot model the heterogeneous effect. A student sample, for example, would be problematic in the Medicare example given no variance on age to control for the sample skew. That said, even in that case, the key is to develop a theory behind the causal effect, state the population of interest, and choose an appropriate sample. The example accentuates a common point of confusion – when it comes to estimating the experimental causal effect, it is not essential that the sample be representative of age per se (i.e., the goal is to not describe the demographics of the population), but rather that there exists

\[ \text{83 This also is the case if one anticipates differential treatment reactions across cultures but collects data from only one culture. This is a particular concern given that many studies only collect data from Western, Educated, Industrialized, Rich, and Democratic (WEIRD) societies (Henrich et al. 2010).} \]
variance on age.\textsuperscript{64} The demographics of experimental samples only matter when it comes to moderators, given the goal to generalize the causal effect. While this means the researcher needs to carefully develop the \textit{theory} behind an experiment, it also suggests that those who criticize the generalizability/external validity of a sample must do more than point to its lack of representativeness of the population; they must explain what moderator was ignored and why the given sample was inadequate (i.e., lacked variance) to test for heterogeneous effects.\textsuperscript{85} A sample is only problematic for external validity if someone theorizes a moderator and there exists almost no variance on that moderator in the sample.

One could argue that much of social science theory is not suitably developed to identify key moderators, given a common focus on general tendencies among populations and data that lack sufficient power. My response is twofold. First, if / when this is the case, it highlights the importance of the inevitable conversation between theory and exploratory data analyses to isolate moderators with the latter exploiting methodological innovations I discuss in the next section. Second, at best, it remains debatable where the burden lies – my position is that it lies on the critic to explain why a particular sample may be problematic in terms of moderator dynamics as the alternative allows anyone to dismiss a sample with virtually no explanation.

\textsuperscript{64} As Coppock et al. (2018: 12) states, “simply noting that convenience and probability samples differ in terms of their background characteristics is not sufficient for dismissing the results of experiments conducted on convenience samples.”

\textsuperscript{85} Druckman and Kam (2011: 50) state that an “implication is that the burden, to some extent, falls on an experiment’s critic to identify the moderating factor and demonstrate it lacks variance in an experiment’s sample.”
Detecting Heterogeneity

Putting aside the theoretical emphasis of the prior section, one can ask how often heterogeneous effects empirically exist in experiments on a particular topic. Mullnix et al. (2015) offer tentative evidence by comparing treatment effects between convenience samples and probability samples for 23 survey experiments, finding a remarkable rate of not just replication but also matched effect sizes for 18 of the studies. This suggests no heterogeneity, or at least heterogeneity that does not correlate with sample composition. Coppock et al. (2018) provide a more direct test. They compare the sample average treatment effects of 27 experiments conducted on probability samples against the same experiments on MTurk. They report vast similarities that stem from homogenous effects in the samples. Specifically, they explore six variables (age, education, gender, ideology, partisanship, and race) and find none systematically

---

86 Another empirical question concerns whether different types of commonly used samples contain sufficient variance on most variables relevant to social inquiry. Druckman and Kam (2011) investigate this question with regard to college student samples and find that in fact, other than age, student samples do very well not only in terms of variance but even averages.

87 That said, they find that survey experiments embedded in election exit polls tend to have distinct dynamics, perhaps suggesting something about that context or sample composition.

88 An alternative possibility that they rule out is that the apparent effect homogeneity stems from similar heterogeneous treatment effects within samples that aggregate similarly (i.e., heterogeneous effects that do not correlate with sample composition).
These experiments appear to fall into case 1 above: the nature of the sample used is irrelevant to the estimation since the causal effects are ostensibly constant in the population (also see Coppock 2019b).

These striking results have implications not only for sample usage and generalizability but also for understanding opinion formation (also see Coppock et al. 2020). Yet, as Coppock et al. (2018: 12445) caution, one must not over-interpret the breadth of homogeneity for four reasons. First, their studies only include survey experiments, and thus the results do not generalize to studies conducted in laboratory or field settings; and, as a general matter, survey experiments are limited to brief interventions over short periods of time (Sniderman 2018). Second, the study topics mostly include persuasion and attitude formation (Coppock et al. 2018: 12442), thereby offering no insight into heterogeneous effects that may exist in other domains. For example, as discussed in Chapter 2, Yeager et al. (2019) report moderation across a set of psychology experiments (e.g., on conformity, decision-making) by variables similar to those examined by Coppock et al. (e.g., age, education, income, race, gender, and region).

Alternatively, Green and Kern (2012) study heterogeneous reactions to a well-known question-wording experiment where respondents exhibit significantly greater support for “assistance to the poor” as opposed to “welfare.” The authors find stronger treatment effects among Republicans, conservatives, younger people, and those with negative racial attitudes towards Blacks.

Third, there may be unexamined moderators; indeed, other work on persuasion and attitude formation suggests heterogeneity stems from political knowledge (Druckman and Nelson 89). Put another way, the conditional average treatment effects are tightly clustered around the overall average treatment effect in each study version.
2003), processing style/engagement (Cacioppo et al. 1983), attitude strength (e.g., Taber and Lodge 2006), or other psychological constructs. As Coppock (2019b: 624) aptly states, “[s]ome treatments of course have different effects for different subgroups… Future disagreements about whether a convenience sample can serve as a useful database from which to draw general inferences should be adjudicated on the basis of rival theories concerning treatment effect heterogeneity….” This points again to theory as a basis to develop expectations about heterogeneity and assess the appropriateness of different samples. That said, I would be remiss if not to acknowledge, as discussed in Chapter 2, the availability of machine learning approaches to identify moderators in a post hoc manner. These methods offer crucial opportunities to systematically isolate sources of heterogeneity that can stimulate theory development (see Ratkovic 2021) and, as mentioned, play a key role in the theory-empirical analyses dialogue needed to develop clear hypotheses. This is the approach taken by Green and Kern, whose findings offer guidance to theorize about moderators and appropriate samples when it comes to framing effects on welfare/poverty. The usefulness of this approach for theory building though does not remove the onus on those who critique particular samples for lacking external validity from identifying reasons why they expect the sample to be problematic.

90 These approaches also can offer crucial applied insights; for example, Künzela et al. (2019) identify a subgroup (e.g., people who voted infrequently in recent elections) on whom voter mobilization mailers may have a backlash; this finding is important for those looking to mobilize voters. As the authors (4163) explain, “if the number of mailers is limited, one should target potential voters who voted three times during the past five elections, since this group has the highest ATE [average treatment effect] and it is a very big group of potential voters.”
A final point on heterogeneity comes back to a theme of this chapter – the need to consider not just sample validity but also variation in contexts, treatments, and outcome measures. Coppock et al. (2018: 12445) explain, “this discussion of generalizability has been focused exclusively on who the subjects (or units) of the experiments are and how their responses to treatment may or may not vary… [there are] four dimensions of external validity: units, treatments, outcomes, and setting. In our study, we hold treatments, outcomes, and setting constant by design.” Identifying heterogeneity on these other dimensions likely requires multi-study efforts. For example, Van Bavel et al. (2016a) show that across 100 experiments, contextual sensitivity negatively correlates with the success of a replication attempt – context-sensitive studies were less likely to replicate when conducted at a later time in a distinct setting. In this case, the authors (6455) define context based on “time (e.g., pre- vs. post-Recession), culture (e.g., individualistic vs. collectivistic culture), location (e.g., rural vs. urban setting), or population (e.g., a racially diverse population vs. a predominantly White population)” (also see Van Bavel et al. 2016b). The next step entails identifying what precisely about the contexts moderates the success of replication.91

Blair and McClendon (2021) offer a comprehensive framework for designing research programs – that can be conducted simultaneously or sequentially – to identify heterogeneity across contexts. This process often involves overcoming the challenge of coordinating teams of

---

91 An example of a timing effect comes from the aforementioned Green and Kern (2012: 505) study; they report stronger treatment effects in their aid-for-poor versus welfare experiment during the years of the Clinton administration when welfare policy was hotly debated. Also, some crowdsourcing data seem sensitive to the time of week of the study (Arechar et al. 2017).
scholars conducting similar studies, but the potential knowledge gains are substantial. An example of such an effort comes from the Metaketa Initiative (https://egap.org/metaketa). The project facilitates collaborations of teams of researchers working on related questions and using comparable interventions and measures across contexts. Researchers conduct their individual studies in analogous manners with a goal of formally synthesizing the findings from all settings (e.g., six countries), which allows for the isolation of contextual heterogeneity (e.g., Dunning et al. 2019). The project explores thus far political accountability, natural resource governance, community policing, and women’s non-electoral political participation. Of course, coordinating institutions do not exist in many research areas – but even without such efforts, individual scholars should remain attuned to the potential for heterogeneity from the sample, context, treatments, and outcome measures. As Goroff et al. (2019, 1) state, it “is time to address this context sensitivity problem in social science research. While we do not yet know how to solve it, we believe social scientists can make great progress by working together to build an inference engine” (italics in the original).  

None of these points minimize the importance of Coppock et al.’s homogeneity findings. Those results provide a stimulant, if not call, for more systematic theoretical exploration into heterogeneity of all types and consideration of implications for sample selection and external validity. The central lesson remains that the external validity of samples comes down to theory more than empirics and constitutes just one of many dimensions of generalizability.

**Weighting**

---

92 The authors propose some intriguing meta-institutions that would extract relevant contextual information from past and ongoing studies.
The discussion of sampling thus far has ignored the question of whether one should weight experimental sample data. Weighting requires that one obtain descriptive data of the target population, typically demographics (Bethlehem and Callegaro 2014). For example, when the population includes all Americans, one can use the U.S. Census or American Community Survey for demographic population figures. One then computes weights that account for each respondent’s probability of being included in the sample. For example, if the population consists of 50% men but the sample contains only 40% men, then male sample respondents will be weighted to count more in computations from the sample (and women will be counted less). Survey researchers commonly use weights, even with many probability samples, to ensure the accuracy of observational inferences (e.g., the percentage of men who hold a particular attitude).

A downside of weighting is that it reduces statistical power. The relevant N becomes the “effective sample size”: that is, the sample size one would have been left with if he/she created a representative sample with the given data (sans weighing). This invariably smaller N leads to larger standard errors and hence a loss of power (Piazza 2010: 97). The loss in power may partially explain why experimentalists have neglected the topic (Franco et al. 2017: 161).

---

93 The process often involves iteratively adjusting for multiple demographics. The idea is to assign an adjustment weight to each respondent such that those from under-represented groups receive weights greater than 1 and those from over-represented groups receive weights less than 1. There are a host of ways to specifically weight (DeBell 2018: 520), and caps may be placed on how much a given observation can be weighted so that one respondent does not overly determine the outcomes.
How should experimentalists think about weighting? Recall the goal is to generalize a causal inference rather than a description of the population. Thus, the underrepresentation of a given group (e.g., men) may be entirely irrelevant unless that group affects/moderates the causal inference. Weighting becomes useful only if there exist heterogeneous treatment effects and the source of that heterogeneity (the moderator) would be weighted (i.e., the group is misrepresented in sample). 94 For example, weighting by sex only affects the results if men react differently to the treatment than women. Miratrix et al. (2018) investigate the impact of sample weighting with 7 survey experiments on non-probability samples. They (275) find that the “[s]ample average treatment effect estimates did not appear to differ substantially from their weighted counterparts, and they avoided the substantial loss of statistical power.” In their data, heterogeneous effects do not create problems for using non-probability samples sans weights (286-287). This does not mean, however, that researchers should always avoid using sample weights. They can be essential in cases where researchers predict heterogeneity or plan to engage in exploratory work to identify moderators. One can compare weighted and unweighted samples and any difference may suggest a moderator that a researcher can then isolate (see Miratrix et al. 2018: 290). 95 That

94 Miratrix et al. (2018: 289) explain that the population average treatment effect “can only be different from the [sample average treatment effect] when two things hold: (1) there is meaningful variation in the treatment impact, and (2) that variation is correlated with the weights.”

95 I have not touched on weighting with convenience samples such as online labor markets. Here weighting is difficult since the sampling process is unknown (Miratrix et al. 2018: 276). Another challenge is that the key moderators may be non-demographic variables (e.g., partisanship, racial
said, experimentalists only need to weight if there exists a clear expectation of heterogeneity based on an underrepresented group. Weighting then becomes a challenge (at times) since it requires relevant measures of the target population (see Hartman 2021).

**The Need for Probability Samples**

I have offered a defense against those who dismiss experimental work based on sample composition. First, such critiques misconstrue how one should view experiments with regard to intellectual progress – from a Popperian perspective, any test can provide useful information and consequently outright dismissal based on a given sample flies in the face of how many research agendas proceed. Second, experiments aim to generalize causal inferences and thus attending to demographic or other benchmarks of a given sample misrepresents or misconstrues the endeavor. The focus should be on theorizing, particularly about heterogeneous effects, rather than critiquing the nature of a given sample. Moreover, much of the evidence to date suggests homogeneity at least in some domains of experimental social science. A partial caveat here concerns applied experiments where isolating precise effects sizes is essential (and the theory is not sufficiently developed to identify sources of heterogeneity). Third, the sample only constitutes one dimension of external validity – one that facilitates criticism of experiments since any single study, regardless of method, typically fails to generalize across the other dimensions.

It is difficult to weight on such factors since there are not clear population data available. One approach, however, is to use established probability surveys such as the General Social Survey or American National Election Study to obtain population estimates of different dispositional variables (e.g., Goldberg et al. 2020: 21).
In short, skeptics need to do better than point to samples that do not represent a given population; yet, experimentalists also need to be better in clarifying their target population and theorizing about what they are testing. These two points highlight an irony such that the rise of cheap convenience samples has generated an unproductive cycle: experimentalists often collect data before developing theory and considering design issues (as I discuss in the next chapter) and then critics dismisses these studies but for the wrong reasons (e.g., because of the data source rather than the design considerations). An experimental sample should cause concern with the expectation of underrepresented moderators; otherwise, other topics should receive more attention (e.g., measurement, contextual generalizability, etc.).

Alas, this does not mean that experimentalists should abandon probability samples, or, in the case of laboratory and field experiments, more representative samples when possible (see, e.g., Lavrakas et al. 2019). As mentioned, work to date explores only a few topics and limited moderators, and in fact, rarely, if ever, looks at the possibility of intersectional moderators (e.g., minority Democrats). Probability samples offer opportunities to investigate heterogeneous effects with more confidence, particularly if the samples can be large (see Coppock et al. 2018: 12445). This exploration can be done to isolate a priori heterogeneous predictions or post hoc to build theory. Notably, too, when it comes to non-experimental work, the evidence makes clear that probability samples offer superior accuracy on validated survey measures (e.g., sex, age, race, ethnicity, etc.) compared to all other samples, regardless of weighting approaches (MacInnis et al. 2018).\(^\text{96}\) Further, to arrive at the conclusion that non-probability representative

\(^{96}\) Probability samples also suggest a more moderate political population (in terms of attitudes towards policy issues) than non-probability samples (Bilgen et al. 2018).
or convenience samples ostensibly offer a strong inferential base, past work has engaged in comparisons with similar studies on probability samples. Put another way, probability samples serve as an irreplaceable baseline. Finally, there exist applied research domains where probability samples ensure precise causal inference. It is for these reasons that the Time-sharing Experiments in Social Sciences (TESS) program has been a valuable resource – as discussed in Chapter 1, this program has allowed researchers, on a competitive basis, to field more than 550 survey experiments on probability samples of the U.S. population (http://tessexperiments.org/). TESS served as the basis of the data for the Mullinix et al. and Coppock et al. comparisons. In the end, evaluating any sample depends on the goal of the research, nature of the population, other dimensions of external validity, and potential sources of heterogeneity.97

One final note concerns the grossly neglected topic of panel conditioning effects in experiments. Panel conditioning occurs when participation in a prior study affects responses in subsequent studies. The bulk of survey experiments now collect data from internet panels, including some probability sample ones, where participants partake in multiple surveys over time. While there exists clear evidence of panel conditioning in longitudinal surveys – for example, respondents in the General Social Survey become more likely to report their personal income after the first survey (e.g., Halpern-Manners and Warren 2012, Halpern-Manners et al. 2017) – scant research explores the impact on experimental studies. This area is in need of inquiry, especially given concerns about “professional respondents” who participate in hundreds

97 In many cases the resources needed for a probability sample could be better spent on other aspects of the study (e.g., Shadish et al. 2002: 386).
of studies (e.g., Hillygus et al. 2014, Stewart et al. 2015). The professional class of respondents themselves may condition experimental effects, making panel conditions a more salient threat to causal inference than the demographics of the sample.

**Summary**

1. Experimental samples have been the source of much critique, stemming historically from the prevalence of student samples. The rise of internet panels – particularly, opt-in non-probability and convenience labor market panels – has provided experimentalists with new opportunities for more heterogeneous samples when it comes to survey experiments.

2. The main concern about samples, even internet panels, is whether they generalize.
   a. It is crucial to recall that the goal of an experiment is to generalize a causal inference, rather than descriptive aspects of a population.
   b. As such, generalizing depends on whether the causal effects, in the population, are homogenous, heterogeneous where the sample includes variance on the moderator, or heterogeneous where the sample includes virtually no variance on the moderator. Only the last case would produce a biased treatment estimate, as

---

98 This is a particularly acute concern when it comes to crowdsourcing platforms like MTurk where there are additional issues about inauthentic responses from bots (Chmielewski and Kucker 2019).

99 Professional respondents may anticipate experimental hypotheses, creating demand effects which occur when participants change their behavior in response to their perception of the experiment’s objective (Glennerster and Takavarasha 2013: 317). Mummolo and Peterson (2019), however, show that more generally, demand effects seem unlikely, at least in political science survey experiments.
long as the heterogeneous effects are modeled. Consequently, even ostensibly wildly unrepresentative samples can provide accurate estimates.

c. Evaluating samples is more of a theoretical than empirical process since it involves identifying moderators rather than comparing population benchmarks.

(3) A growing empirical literature suggests many experimental effects are homogenous; however, this work is still in its infancy.

a. Here, more heterogeneous samples – ideally probability samples – can be useful for post hoc identification of moderators that can help stimulate theory building. Such samples also serve as an important benchmark, and, in applied domains, ensure more precise effect size estimates.

b. Weighting experimental samples may only be necessary when one expects a moderator that correlates with what one would weight (e.g., groups underrepresented in the sample).

c. Heterogeneity based on contexts, treatments, and outcome measures remains underexplored; researchers should carefully consider these dimensions when they generalize.

Conclusion

I conclude this chapter with an e-mail communication I received that raised concerns about an experimental finding: “the smaller the effect size, the easier it is to think that there might be no effect at all in a more realistic setting. To put it another way: skeptics will deny that small estimates like these prove the existence of a treatment effect in settings that we actually care about… we’re probably all leaning too heavily on “existence proof” justifications of our survey experiments.” The author wrote with good intention of in fact defending an experiment
and perhaps characterizing common critiques (while not necessarily agreeing them them). Nevertheless, this message exemplifies common problematic discussions of experiments. First, reference to the “realistic settings” or “settings that we actually care about” misconstrues the purpose of experiments. Matching mundane realism, which is what I imagine the author of the e-mail has in mind, is not, with the exception of clearly applied studies, an important evaluative dimension. Theoretical match is what matters. Moreover, failure to be more direct about what that “realistic setting” entails makes the critique problematic insofar as one can dismiss any study on a lack of realism. For example, one could always say even studies using behavioral data may not use behavioral data that correctly represents “typical behavior.”

Second, all empirical tests evaluate a hypothesis and if the data coheres with that hypothesis then that is positive proof; if not, then one needs to re-assess, perhaps considering the possibility of heterogeneous effects, some other alteration to the theory, or rejecting the theory entirely (or, as I later discuss, identifying problems with the design/data collection). While some argue for stricter standards of what the profession should view as a meaningful statistical relationship (e.g., Benjamin et al. 2018), that is somewhat of a distinct issue. Put another way, my understanding of Popperian falsification is that “existence proofs” are virtually all one ever has, since one can never definitively accept a hypothesis. This is not to minimize the importance of identifying the conditions under which a given effect holds (as I will discuss in Chapter 5), but ultimately, no empirical finding is conclusive. Third, effect sizes from a given study or a few studies should generally be read cautiously regardless. Given that a single study never includes representative probability samples of all the dimensions of external validity, the effect size from a single experiment rarely can be generalized. As I will discuss in Chapter 5, this explains why
meta-analyses that aggregate similar studies across settings, samples, operationalizations, measurement, and time can be valuable.

I would, in fact, go so far as to argue that much more important than discussions of external validity are considerations of designing treatments that match theoretical constructs of interest and designing studies that facilitate proper comparisons across meaningful counterfactuals. As I will discuss in Chapters 4 and 6, these tasks are much more difficult than most realize. The main takeaways from this chapter in terms of what scholars should consider when evaluating experiments are as follows.

- If one’s goal is to test a policy intervention, mundane realism – resemblance to the intervention of interest – matters. In other cases, the focus should be on constructing treatments that resemble the theoretical constructs of interest and ensuring participants take the study seriously (i.e., experimental realism). In these cases, mundane realism matters little.

- Validating a construct, as well as minimizing treatment confounds, requires empirical work via pilot testing and/or manipulation checks.

- The assessment of external validity or generalizability requires clarifying what is being generalized (e.g., the existence of a causal relationship), to what one hopes to generalize, the nature of the sample, setting, treatments, and outcome measures, and the point of comparison (e.g., relative to what “other” hypothetical study?).

- The assessment of whether one can generalize from a given sample requires much less concern about the “representativeness” of the sample, and much more concern about the existence of heterogeneous effects. Critique of a study based on its sample requires an
accompanying specification of the variable on which the sample lacks variation to test for
the posited moderator.

- Representative (ideally probability) samples facilitate searching for heterogeneity, may
  offer more precision when effect sizes are essential (in applied studies), and serve as a
  useful baseline. Thus, such samples play a role but are far from necessary for most
  experiments.
Chapter 4: Innovations in Experimental Designs: Opportunities and Limitations

In this chapter, I turn to designing experiments. I emphasize that experimental designs need to be driven by the substantive questions being asked. While textbooks on design elements elucidate crucial design options (e.g., Schneider 2013), the “best” designs are tailored to a question and context. Experimentalists should never choose a design approach before thinking through the question being addressed, and should always be cognizant of what they want the design to accomplish. The concern that design choices drive the questions being asked likely led Smith (2020: 15), as quoted at the start of the book, to worry that “experiments will unduly constrict the questions political scientists ask.” Experiments are not the right approach for many questions and, even when they are, there are no off-the-shelf designs.

I focus on three designs that have gained prominence: audit field experiments, conjoint survey experiments, and lab-in-the-field experiments. These constitute examples of field, survey, and lab experiments, respectively (i.e., the main “types” of experiments). I provide readers with overviews of each design to facilitate use of the given approach. I also discuss limitations to accentuate what each design can and cannot do. I do not mean to sully the substantial advances offered by these methods, but rather to remind readers that an approach works only when it fits the question being asked, and any approach faces constraints when it

100 The emergence of these designs can be seen from an analysis of the experimental articles in the APSR as displayed in Figure 1-1. Each article was coded for whether it used a “non-traditional design” which included an audit field experiment, conjoint survey experiment, lab-in-the-field experiment, or a related novel design (or a “natural experiment”). Before 2000, 4% used one of these designs. This number jumped to 13% from 2000 to 2009, and 32% after 2009.
comes to the questions it can address. I conclude the chapter with a discussion of how different experimental designs can be used in the bourgeoning area of public policy evaluations.

**Audit Field Experiments**

Field experiments entail the administration of the treatment in a naturalistic setting, often unobtrusively. These studies allow for the assessment of effects in naturalistic contexts, which is essential for applied studies aimed to “whisper in the ears of princes.” They also can be helpful when the experimental goal involves theory building: field experiments allow researchers to “control” for some contextual confounds that may have been ignored or are too difficult to account for in a survey or laboratory experiment.

Social scientists have utilized field experiments in countless settings to study a diverse range of phenomena such as voter mobilization, election monitoring, micro-finance programs, aid programs, educational interventions, policy interventions, the impact of inter-personal contact, etc. (e.g., Bloom 2005, Gerber and Green 2012, John 2017). As I discuss further in Chapter 5, there now even exists an organization that matches researchers with organizations to collaboratively implement studies, including field experiments (i.e., research4impact). There also is a well-developed statistical literature on how to address inherent challenges in field experiments, including compliance (do those in the treatment group receive the treatment?), attrition (can those in the study be followed for measurement?), and spillover (will those in the treatment talk to those in the control?) (Gerber and Green 2012).

The particular type of field experiment on which I focus is called an audit or correspondence study. I do so, in part, because of the rapid growth in application, but also because the issues which I will regarding these design highlight basic design principles more generally. Audit studies aim to document discrimination, defined as “unequal treatment of
persons or groups on the basis of their race or ethnicity” or some other attribute (Pager and Shepherd 2008: 182). Discrimination differs from prejudice, racism, or stereotypes as it constitutes a behavioral outcome. It can stem from differential treatment – based on tastes or aggregate statistical perceptions – or biased institutional rules. Social scientists have a keen interest in documenting the presence of discrimination given the fundamental value of equality and the ideal that democratic government officials treat citizens’ input equally (Dahl 1956, 1971). Moreover, there exist a host of non-discrimination legal protections based on particular attributes (e.g., laws against housing, employment discrimination).

Figure 4-1: Audit Study Logic

Audit studies entail researchers sending out fictitious or real but controlled applications / messages that are identical except for randomly varied dimensions of interest, such as the applicant’s / messenger’s race, religion, age, gender, disability, etc. Figure 4-1 displays the basic process. One first identifies the population of interest – in many cases in sociology and economics, this consists of a group of employers. One then acquires the sample, which in some cases can be a census if the researcher obtains contact information for all units (e.g., all employers). Next, the researcher devises, in this running example, two resumes that are identical
other than that one comes from a white applicant and the other from a Black applicant (more on how to vary race below). The researcher then sends a job application, randomly determined, to each employer and waits for a response, such as an invitation to interview for the job. If the response rates significantly differ (e.g., higher response rate to white applicants), this disparity constitutes evidence of racial discrimination in the job market, since race constitutes the only differentiating dimension across resumes. In short, the design relies on the statistical solution – via random assignment – to the Fundamental Problem of Causal Inference to conclude that race causes discrimination.¹⁰¹ These studies “audit” the market place for discrimination, which can, in turn, lead to legal protections to minimize bias.¹⁰²

Job audit market studies have a long history, stemming back to the efforts of the British Race Relations Board to identify discrimination in housing and employment in the 1960s, and fair housing audits in the U.S. in the 1970s (Gaddis 2018). One of the more influential audit studies is Pager (2003). She explores the consequences of previous incarceration on employment prospects for white and Black job seekers in Milwaukee. The addition of incarceration as a factor alongside race allows one to disentangle the two variables; this step is necessary because a disproportionate percentage of the Black population is incarcerated, confounding the two

¹⁰¹ It is presumed the underlying assumptions are met, such as SUTVA (employers do not talk to one another) and the exclusion restriction (employers are not aware of the study or affected by other factors).

¹⁰² The approach limits social desirability bias in measurement that could arise with survey approaches.
factors. Pager assigned each employer to randomly receive (in-person) entry level applications from two similar white job applicants where one had a criminal record and the other did not, or from two similar Black job applicants where one had a criminal record and the other did not. The white pair applied for 150 jobs while the Black pair applied for 200 jobs. The call back rates for different applicants (e.g., receiving an interview) appear in Figure 4-2 (taken from her paper) where the Black bars come from those with a criminal record and the striped bars come from those with no criminal record. Pager finds clear evidence of racial bias – in fact, even whites with a criminal record receive slightly more callbacks than Blacks without a criminal record. The results also reveal notable discrimination against those with a criminal record such that it decreased the likelihood from 34% to 17% for white applicants and from 14% to 5% for Black applicants. This striking evidence of discrimination played a role in the Ban the Box effort to force companies to eliminate questions on job applications about past felony records.

**Figure 4-2: Pager’s Results**

---

103 It also allows one to address the question of whether prior incarceration has a causal role in lower employment rates (as it could be a spurious relationship since incarcerated individuals may be more likely to have behavioral problems, poor interpersonal skills, substance abuse issues, etc.).

104 The applicants were similar in terms of physical appearance and self-presentation, and were made similar in terms of objective characteristics (e.g., educational attainment and work experience).
Pager’s study is one of many explorations into job market discrimination. Quillian et al. (2017) synthesize 28 hiring discrimination studies, reporting that, on average, whites receive 36% more callbacks than Blacks, and 24% more callbacks than Latinos. Moreover, the authors find no change in the level of discrimination against Blacks over the first part of the 21st century, and only modest evidence of a decline in discrimination against Latinos (also see Neumark 2018 for a review).105 Other studies explore discrimination based on gender, age, disability, immigration status, mental health, military service, parental status, physical appearance, religious

105 Quillian et al. (2019) analyze 97 discrimination studies in nine countries, finding significant discrimination against nonwhite natives in all countries; discrimination against white immigrants is present but low. Quillian et al. (2020) analyze 12 studies that include a job offer outcome (beyond hiring). They find additional discrimination in hiring after the callback: majority applicants receive 52% more callbacks and 128% more job offers than comparable minority applicants.
affiliation, sexual orientation, social class, and unemployment status, *inter alia* (Gaddis 2018). Audits expand beyond the job market to look at topics such as housing inquiry responses, response to roommate requests, doctor’s appointment scheduling, responsiveness from professors, and the price paid for bargained goods (Gaddis 2018).

The bulk of more recent studies no longer use Pager’s in-person approach (i.e., her job applicants went in-person to the employers, acting as confederates), and instead apply or send inquiries via phone, mail, online systems, and especially e-mail. Many refer to these approaches as “correspondence” studies (echoing the terminology of Internal Revenue Service tax audits and correspondence audits). Most recent studies also do not use the paired approach a la Pager but simply randomly assign a single applicant to each target (i.e., non-paired) – this is done since in correspondence studies, all aspects but the attribute of interest are kept completely constant (i.e., literal identical resumes) rather than “largely similar” as in Pager’s paired in-person case.

A prominent political science application involves auditing legislative responsiveness. In their foundational study, Butler and Broockman (2011) sent (fictitious) e-mail requests to state legislators in 44 states requesting information about how to register to vote in upcoming primary elections. Each legislator received a request that randomly varied the race and partisanship of the sender. The authors, following the common approach, signaled race with the name Jake Mueller for white and DeShawn Jackson for Black, pointing to the objective correlations of those names with the given races (e.g., from census data). They report that when e-mails do not signal partisanship, legislators, overall, are roughly 5% less likely to respond to the request from the

---

106 They signaled party by having the requestor mention a particular party’s primary.
Black sender (DeShawn).\textsuperscript{107} In contrast, minority Democratic legislators are dramatically more likely (by 16.5\%) to respond to minority inquiries. This paper stimulated an enormous literature of more than 40 studies that consistently report racial bias in responsiveness (e.g., Costa 2017). Political scientists also have used the audit design to study the responsiveness of local electoral officials (White et al. 2015), bureaucrats (Einstein and Glick 2017), welfare officers (Hemker and Rink 2017), school principals (Pfaff et al. n.d.), and more (for reviews see Butler and Crabtree 2021, Nathan and White 2021).

\textit{Audit Limitations}

Audit/correspondence studies afford much insight by providing estimates of discrimination. They also follow a relatively straightforward design logic. Even so, there exist fundamental limitations of the approach that researchers need to keep in mind. I touch on three here.

The first issue concerns points of comparison – as I emphasized in Chapter 2, experimentalists need to take care when identifying the counterfactual of interest. Consider Butler and Broockman’s study where their primary goal concerns whether legislators, particularly White legislators, discriminate against constituents based on their race. They find that they do since, for example, minority Democratic legislators respond to minorities 16.5\% more often than to non-minorities, and white Democrats respond 6.8\% less to minorities (than to non-minorities). Here the comparison is between responses to the Black versus the white inquiry.

\textsuperscript{107} They also find legislators from both parties are significantly more responsive to co-partisans (by about 4.5\%).
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However, drawing further inferences become complicated. The authors state that one of their motivations involves exploring descriptive representation; in light of their results, they (472-473) state “one of the arguments often advanced for increasing the number of minority legislators through mechanisms such as majority-minority legislative districts is that elected officials better represent whom they share characteristics… our results provide direct support for the broader argument that how effectively minorities are represented does depend on the race of their representatives, regardless of their party” (472-473). The experimental results support the first point in this quote. But the second point about effective representation depending on race is less clear because one needs to think through what it means to be “effectively represented.” To see why, consider that the overall response rates show that white Democrats respond to 54% of Black requests while minority Democrats respond to 46% of Black requests.\textsuperscript{108} If one uses the rate of response rather than response across experimental conditions, then white legislators may be more effective versus minority legislators.\textsuperscript{109}

This raises the question of what constitutes the appropriate comparison: relative response across experimental conditions or total response rates? The former suggests greater descriptive representation among minority legislators since they respond relatively more, but the latter suggests greater absolute responsiveness by white legislators.\textsuperscript{110} Should descriptive

\textsuperscript{108} Minority Democrats responded to about 29% of white requests.

\textsuperscript{109} The authors group minority legislators (that include Blacks, Latinos, Arab Americans, etc.), and it may be that strictly Black legislators are more responsive – but the larger point is that one needs to think carefully about making inferences on responsiveness.

\textsuperscript{110} One possibility is that minority Democrats disproportionally represent safe districts.
representation be based on overall response or differential response? That requires a conversation with normative theory. Put another way, the researchers’ aims were met here and they used a reasonable point of comparison (and carefully drew their conclusions), but in drawing larger inferences, one needs to consider alternative points.

A similar point can be made about Pager’s study: she compares an applicant with a criminal record against one without a criminal record.\textsuperscript{111} As with Butler and Broockman, her chosen comparison makes sense given the main goal of the study. Yet, again, once one tries to draw further inferences, it becomes tricky to identify the appropriate counterfactual comparisons. For example, should the comparison be an ex-felon against someone with an ambiguous background? This question is relevant as some evidence suggests the aforementioned Ban the Box movement has ironically led to an increase in racial discrimination (Doleac and Hansen 2018): without an explicit statement of not having a criminal record, employers discriminate by assuming Black applicants are more likely to have a criminal record.

While concerns about the relevant counterfactual apply to any experimental design, it can be particularly troublesome with audits since a “pure” control group does not exist – everyone must receive a treatment inquiry of some sort to measure the response to a request. Consequently, experimentalists need to carefully attend to what comparisons support what conclusions. As is made clear by the discussion of two of the most influential audit studies in the social sciences, this is far from straightforward.

\textsuperscript{111} Pager (2003: 951) operationalizes the latter by having the non-offender graduate from high school a year later and having a work record thereafter, thereby accounting for an ostensible complete adult life history.
A second issue concerns treatment confounds/construct validity. Most audits require signaling an attribute, such as race, to identify discrimination based on that attribute. With race, most rely on names, as in the Butler and Broockman study, often turning to objective data on the frequency of name usage by racial groups. Yet, one could question whether respondents perceive the race accurately. Many worry particularly about confounding race and class given the realities of the correlation between the two in the United States (Butler and Homola, 2017, Gaddis 2017). Researchers face particular challenges with audit experiments because one cannot include manipulation checks such as asking respondents for their perceptions of the requestor. This limitation then introduces a serious confound possibility (e.g., treatments differentially signal class) (Fryer and Levitt 2004). The problem becomes even more acute with perceived variance in unobservable differences; for example, a legislator might assume the average college educated white constituent votes at a similar rate as an average college educated Black constituent but may suspect greater variance in voting among the latter group that, in turn, conditions response (Neumark 2012). Solutions exist such as extensive piloting, but that requires having a large enough sample pool to use for piloting. As mentioned in Chapter 3, there may even be geographic variation in name perception (Crabtree and Chykina 2018), and thus piloting might require using heterogeneous parts of the sample and then implementing the study using a host of names (Butler and Crabtree 2021). These same concerns apply to other attributes beyond names,

---

112 The earlier in-person audits were particularly vulnerable to the criticism of the impact of unobservables stemming from how confederates presented themselves (Heckman 1998).
with the general point being that the inability to include manipulation checks and the challenge of large-scale piloting constrain audit designs.\textsuperscript{113}

Third, audit designs typically aim to document the existence of racial or other types of societal biases exist. As such, their contributions remain undeniable. Yet, if not a primary goal, the designs rarely provide much insight into mechanisms. Consider a study that reveals racial discrimination. That data alone cannot reveal whether the discrimination reflects cultural racism, biological racism, racial stereotypes, or some other mechanism (Jardina and Piston 2019). In the case of the Butler and Broockman study, the mechanism could be any of those levers, or it could reflect political stereotypes about turnout or donor behavior.\textsuperscript{114} That said, some recent innovative studies provide examples of ways to address mechanisms. One approach is to compliment an audit study with another type of experiment. For example, Quadlin (2018) uses an audit study to show that high-achieving (via grade point average) women face discrimination in the job market. She then implements a survey experiment to identify gendered standards as the mechanism (i.e., employers privilege likeability in assessing women as opposed to competence and commitment in evaluating men). Alternatively, one can design a correspondence study that manipulates

\textsuperscript{113} One can try to control for confounds within the treatments (e.g., such as sending signals of the socioeconomic class, voting history) but this approach requires identifying potential confounds. The concern is similar to the informational equivalence issue discussed in Chapter 3.

\textsuperscript{114} This ambiguity relates to the difficulty of distinguishing taste-based discrimination (e.g., racial animus) versus statistical discrimination (e.g., presumptions that minorities, on average, are less likely to vote even if arising from historic discrimination). Of course, regardless of whether discrimination is taste-based or statistical, the victims still lose out.
mechanisms within the treatment messages. For example, Pfaff et al. (n.d.) document discrimination by public school principals toward potential Muslim and atheist students. They further show that that discrimination increases when the requestor expresses more intense beliefs. Pfaff et al. thus identify a possible mechanism via their manipulation: the perceived costs/difficulty of accommodating those minority religions leads to discrimination. Pfaff et al. were able to do this because they had an enormous sample of more than 45,000 principals that facilitated the inclusion of more than a dozen conditions – an option often not available (and even then, they only could study one possible mechanism). Nonetheless, the idea behind the design sets an example of what research can do.

Each of these limitations accentuates the importance of aligning an appropriate design with the substantive question being asked; one must carefully consider what the comparisons reveal, what the treatments suggest, and what underlies a causal effect. One also needs to remain cognizant of the major questions driving the research in the first place. For instance, audit studies in political science provide insight into representation by identifying bias in a type of responsiveness. Yet, the approach cannot speak to many other questions about democratic

---

115 I have not touched on other audit design considerations, including concern about over-using the available population such that the respondents (e.g. legislators) learn of the studies and this “spoils the pool,” significant ethical issues given there is no consent or debriefing, approaches to studying how to vitiate discrimination (see Butler and Crabtree 2017), the challenges of using the content of the responses as a relevant outcome measure (see Coppock 2019a), and logistical challenges (e.g., mail merges, personalizing requests). For a discussion of many of these issues, see Gaddis (2018), Butler and Crabtree (2021) and Nathan and White (2021).
representation. While some have used audits to study if legislators change their roll call voting behavior in response to constituents’ communications (e.g., Bergan and Cole 2015), audits offer little insight into many factors that drive substantive representation such as over-time lobbying efforts, pressure from party leaders, and the competitive stream of communications public officials receive from citizens, groups, and the media. This type of competition defines democracy but is largely outside the purview of audits. The approach also has so far offered scant insight into another major dimension of democracy: participation. For example, one might ask whether responses or non-responses to inquiries affect efficacy and engagement among requestors. This would be a viable extension of audit experiments (e.g., exploring the reactions of real-world auditors): how much do such interactions affect participation and engagement?

Further, as Butler (2014: 127) points out, the bias in political responsiveness the audits reveal raises another question of how politicians who seem to discriminate arrive in office in the first place – we need to understand “what determines who serves.” Audits contribute to what we know about one dimension of democratic representation. However, they cannot themselves address many other questions about representation. Scholars need to always situate the design in the context of relevant questions, and recognize the potential and limitations. Do not conduct an audit just to do so – think about the larger question being asked and what new knowledge can be gained, particularly given the subject pools for many audits are over-taxed (i.e., there have been many experiments on elected officials).

The importance of ensuring a given design connects with the question being asked applies to any type of experiment. Moreover, the limitations highlighted above, while discussed with regard to audits, constitute widely applicable considerations. As emphasized in Chapter 2, experimentalists often fail to carefully justify their points of comparison and that can undermine
any design, particularly when a pure control / no treatment condition is not used. Also as discussed in Chapter 2, measurement and treatment design can be challenging and need particular attention with the absence of manipulation checks. Finally, testing for mechanisms entails distinct designs that should be pursued when such processes are vital for advancing knowledge.

**Summary**

Field experiments allow for strong causal claims in naturalistic settings. Most discussions of the limitations of field experiments revolve around internal validity challenges that arise due to non-compliance, attrition, or SUTVA violations. Yet, one must also consider the extent to which the given design fits the theory being tested; doing otherwise runs the risk of arriving at a set of empirical relationships with little understanding of the underlying processes. The opportunities and challenges can be seen with audit field experiments.

1. Audit field experiments offer researchers a unique opportunity to study discrimination.
   The design entails sending ostensibly realistic requests to “receivers” and randomly varying an element(s) of the request. Researchers can then identify discrimination based on different elements.

2. Audits have been used for decades to study job market discrimination, and more recently, to study government responsiveness. Scholars commonly worry about the ethical and logistical challenges of audits, as well as the potential for “spoiled” overused subject pools (see above footnote).

3. Yet, there also are basic design challenges.
   a. Audits do not have a “pure” control condition, meaning researches must carefully consider the points of comparison.
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b. One cannot include manipulation checks in audits, and thus, ensuring construct validity requires extensive piloting.

c. It is difficult to isolate mechanisms in audit designs, and even when such approaches can be taken, it requires large samples.

d. Evidence from audit experiments needs to be placed in the context of the questions that drive the research in the first place (e.g., questions of job market inequities, unequal political representation, etc.).

Conjoint Survey Experiments

The initial rise of survey experiments, in the 1980s-1990s, stemmed partially from technological advances. Computer-assistant telephone interviewing facilitated the implementation of experiments within surveys where one could include a host of conditions (since the interviewer could rely on the computer to generate the conditions rather than tracking paper records) (Sniderman and Grob 1996). One of the more prominent designs involves vignettes where one varies different aspects of a narrative (Mutz 2011). Take, for example, Freese and Pager’s (2004) design that varies race (Black/white/not specified), past life events (laid off/fired/prison) and current circumstance (steady job/unsteady job) to gauge the impact of each factor on opinions about government assistance for the person (Mutz 2011: 55-56). The vignette reads (with experimental variations in italics):

Michael is a twenty-six year old [Black / white / no race specified] male with a high school degree. About two years ago, Michael was [laid off from work / fired from his job / sent to prison for a felony conviction]. Prior to [getting laid off / being fired / going to prison], Michael [had held down a steady job for a few years / had trouble holding down a job for more than a few months]. Since he [lost his job / was released], Michael has been actively seeking employment, but has had great difficulty landing a job.

This design already includes 18 conditions, thereby requiring a large sample for sufficient power, and may not include all relevant criteria people use when assessing public assistance
deservingness. Conjoint survey experiments offer a solution for some multi-dimensional choice situations. These designs go back to the 1960s and 1970s (e.g., Luce and Tukey 1964, Green and Srinivasan 1978) and have been widely applied in marketing and economics. They have become even more popular throughout the social sciences in the latter part of the 2010s.

A conjoint design asks respondents to choose from or rate (e.g., on a 7-point scale) hypothetical profiles described with multiple attributes to estimate the relative impact of each attribute on choice. For example, a respondent may be shown Figure 4-3 and asked to choose which washing machine he/she would buy. Then, the respondent receives another version, such as Figure 4-4, and is asked again to make a choice. And, so on, up to 5, 6, or more times. The repetition vastly enlarges the data collected, thereby allowing the experimenter to introduce a larger number of factors – for instance, here there are six attributes (e.g., capacity, load), and each one may have multiple values/levels (e.g., price may include more than what is in these figures, such as including $400, $598, $648, $700, and $755).

**Figure 4-3: Washing Machined Profile 1**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Washing Machine A</th>
<th>Washing Machine B</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Brand</strong></td>
<td>General Electric</td>
<td>Samsung</td>
</tr>
<tr>
<td><strong>Number of settings</strong></td>
<td>10</td>
<td>12</td>
</tr>
<tr>
<td><strong>Price</strong></td>
<td>$648</td>
<td>$598</td>
</tr>
</tbody>
</table>

In some cases, the design may be “single profile” meaning there is just one profile presented (e.g., one washing machine). The order of the attributes is typically randomized. Bansak et al. (2021) suggest randomizing across (rather than within) respondents to prevent confusion and cognitive overload.

Another option is to offer respondents vignettes with all the variations (rather than tables).
<table>
<thead>
<tr>
<th>Feature</th>
<th>Washing Machine A</th>
<th>Washing Machine B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>White</td>
<td>Stainless steel</td>
</tr>
<tr>
<td>Capacity (cu. ft.)</td>
<td>3</td>
<td>4.5</td>
</tr>
<tr>
<td>Load</td>
<td>Top load</td>
<td>Top load</td>
</tr>
<tr>
<td>Brand</td>
<td>LG</td>
<td>Whirlpool</td>
</tr>
<tr>
<td>Number of settings</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>Price</td>
<td>$400</td>
<td>$598</td>
</tr>
<tr>
<td>Color</td>
<td>White</td>
<td>Stainless steel</td>
</tr>
<tr>
<td>Capacity (cu. ft.)</td>
<td>3</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Figure 4-4: Washing Machined Profile 2

With this set-up, it is relatively straightforward to use regression to obtain the average marginal component effect (AMCE), which is effect of a particular attribute’s value against another of its values (e.g., $400 versus $598), holding the other attributes constant at their average values in the design (Hainmueller et al. 2014). Thus, one needs to carefully think of the relevant baselines for each variable/attribute when presenting the results: a given effect is relative to the specified baseline (e.g., $598 versus $400) and confined to the scenario in the experiment, since other variables stay constant at their averages in the design. One can also identify heterogeneous AMCE’s where individual attributes of the respondents serve as moderators (Leeper et al. 2020).  

As with any interaction, the moderator’s causal status must be interpreted with caution as it is not randomly assigned and, in this case, also is contingent on the excluded reference category.
That conjoint survey experiments allow for the study of many factors at once makes them enticing. Sniderman (2018: 265) calls their broad rise in the social sciences as “arguably the most promising design innovation in survey experiments developed over the past decade.” Bansak et al. (2021) identify more than 120 political science applications from roughly 2015 to 2019. The topics include voting and public opinion (Peterson 2017), immigration (Hainmueller et al. 2015), climate change (Bechtel et al. 2013), housing (Hankinson 2018), roommate choice and partisanship (Shafranek 2019), and more. Consider Hainmueller and Hopkins’ (2015) study on public views of what types of immigrants should be admitted to the U.S. The authors argue that, unlike prior work, they can look at more than a few immigrant characteristics at once. They include 9 attributes (and 50 levels overall within those attributes), asking respondents to choose which of two immigrants they would give priority for entrance, and to rate each immigrant on a 7-point “admit” scale. Figure 4-5 displays one example profile from their study, while Figure 4-6 presents their results on four of the attributes. It shows that Americans prefer well-educated immigrants who speak fluent English and do not come from Iraq. The aforementioned relative nature of conjoint results mean there is a preference against Iraqi immigrants relative to immigrants from India (i.e., the baseline), and fluent, educated immigrants relative to those explicitly with no formal education and non-fluent English (i.e., the comparisons are not relative to ambiguously described immigrants).

\[\text{119} \] They also report a preference for skilled, experienced immigrants who plan to work upon arrival and have made no previous unauthorized trips to the U.S. (and are escaping persecution).
Figure 4-5: Immigrant Profile

<table>
<thead>
<tr>
<th>Prior Trips to the U.S.</th>
<th>Immigrant 1</th>
<th>Entered the U.S. once before on a tourist visa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reason for Application</td>
<td>Immigrant 1</td>
<td>Reunite with family members already in U.S.</td>
</tr>
<tr>
<td>Country of Origin</td>
<td>Immigrant 1</td>
<td>Mexico</td>
</tr>
<tr>
<td>Language Skills</td>
<td>Immigrant 1</td>
<td>During admission interview, this applicant spoke fluent English</td>
</tr>
<tr>
<td>Profession</td>
<td>Immigrant 1</td>
<td>Child care provider</td>
</tr>
<tr>
<td>Job Experience</td>
<td>Immigrant 1</td>
<td>One to two years of job training and experience</td>
</tr>
<tr>
<td>Employment Plans</td>
<td>Immigrant 1</td>
<td>Does not have a contract with a U.S. employer but has done job interviews</td>
</tr>
<tr>
<td>Education Level</td>
<td>Immigrant 1</td>
<td>Equivalent to completing two years of college in the U.S.</td>
</tr>
<tr>
<td>Gender</td>
<td>Immigrant 1</td>
<td>Female</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Prior Trips to the U.S.</th>
<th>Immigrant 2</th>
<th>Entered the U.S. once before on a tourist visa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reason for Application</td>
<td>Immigrant 2</td>
<td>Reunite with family members already in U.S.</td>
</tr>
<tr>
<td>Country of Origin</td>
<td>Immigrant 2</td>
<td>Iraq</td>
</tr>
<tr>
<td>Language Skills</td>
<td>Immigrant 2</td>
<td>During admission interview, this applicant spoke fluent English</td>
</tr>
<tr>
<td>Profession</td>
<td>Immigrant 2</td>
<td>Teacher</td>
</tr>
<tr>
<td>Job Experience</td>
<td>Immigrant 2</td>
<td>Three to five years of job training and experience</td>
</tr>
<tr>
<td>Employment Plans</td>
<td>Immigrant 2</td>
<td>Will look for work after arriving in the U.S.</td>
</tr>
<tr>
<td>Education Level</td>
<td>Immigrant 2</td>
<td>Equivalent to completing a college degree in the U.S.</td>
</tr>
<tr>
<td>Gender</td>
<td>Immigrant 2</td>
<td>Male</td>
</tr>
</tbody>
</table>

If you had to choose between them, which of these two immigrants should be given priority to come to the United States to live?

On a scale from 1 to 7, where 1 indicates that the United States should absolutely not admit the immigrant and 7 indicates that the United States should definitely admit the immigrant, how would you rate immigrant 1?

<table>
<thead>
<tr>
<th>Absolutely Not Admit</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Definitely Admit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

Using the same scale, how would you rate immigrant 2?

<table>
<thead>
<tr>
<th>Absolutely Not Admit</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>Definitely Admit</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0</td>
</tr>
</tbody>
</table>

Note: This figure illustrates the experimental design for the conjoint experiment.
As prevalent as applications to immigration are studies of voting. For example, Bansak et al. (2021) explore candidate preference in the 2020 Democratic primary (i.e., preference to run against Trump), looking at age, gender, sexual orientation, race/ethnicity, previous occupation, military service experience, political experience, health care policy position, immigration policy position, and climate change policy position. Hainmueller et al. (2014: 4) look at hypothetical presidential voting based on “factors that emerged in recent campaigns,” including age, religion, college education, profession, income, race/ethnicity, military service, and gender. Peterson (2017: 1194) studies congressional voting attributes, drawing from prior studies and voter guides, such as party, education, gender, family status, race, age, profession, military service, abortion policy position, and government spending policy position.\(^{120}\)

\(^{120}\) He shows that people rely less on partisanship as more detailed information is provided.
The power of these designs lies in their ability to test a host of factors in a fairly straightforward fashion. Moreover, it seems advantageous that survey respondents appear to not engage in satisficing behavior such that they can handle more than 10 variables/attributes, and more than 15, possibly up to 30 tasks (Bansak et al. 2021); they also seem to adjust their information processing efficiently as the amount of information increases (Jenke et al. 2020).

**Conjoint Limitations**

While some have raised cautionary notes about data analysis (e.g., Leeper et al. 2020), the positive aspects of conjoint experiments have swamped consideration of limitations. Yet, there exist at least three concerns that aggregate into a danger of letting the method drive the question. First, one must carefully identify the relevant available considerations in the information environment. When it comes to market products, it is relatively straightforward since the information often appears on the products. This also proved easy in one of the most cited conjoint survey experiments – the Hainmueller, Hangartner, and Yamamoto (2015) study that explores Swiss attitudes towards immigrants. They supplied information about gender, country of origin, age, years since arrival, education, integration status, and German language proficiency. They find that a paired conjoint choice design matches actual data from referenda that asked citizens to vote on whether individuals should be allowed to naturalize (e.g., country of origin matters quite a bit with penalties for those from Turkey or Yugoslavia). An often-neglected point about these results, however, is that the provided information perfectly matches what voters received in the referenda. In many applications such a match is far from straightforward. Consider the aforementioned U.S. voting conjoint studies that differ from one another in the provision of issue positions (e.g., health care, immigration, climate change or abortion and government spending) and personal characteristics (e.g., religion, sexual
orientation). Which factors should they offer? Which factors do voters typically encounter? One needs to be explicit about the environment being studied and motivate the inclusion/exclusion of different factors. That ensures sufficient construct validity of the treatment.

Second, aside from the availability of information, one needs to consider how people attend to information. Many studies show that people engage in biased searches, making it unrealistic to assume that everyone attends to the same information in the same manner (e.g., Hart et al. 2009, Iyengar and Hahn 2009, Druckman et al. 2012, Luo and Zhao 2019). Again, the Swiss example stands out given each respondent received the aforementioned information (e.g., gender, country of origin, etc.) and just that information. That worked since in the referenda being emulated, voters directly received the same information (although it remains unclear that they attended to it in the same way as the experimental respondents did). Yet, during many campaigns or similar situations, ignoring individuals’ attention decisions seems problematic. Lau and Redlawsk (2001, 2006) made this point long ago; specifically, they argued that if one wants to study political campaigns or analogous environments, a static approach that exposes respondents to an information board akin to a conjoint table serves as a poor analog. A much better approach – and the one they developed – has respondents navigating and choosing information from a large amount of streaming information (i.e., a dynamic environment). I do not mean to suggest that studies must incorporate attention-seeking behavior into their designs; rather, experimentalists using conjoint designs need to consider likely availability and attention when developing stimuli to match the situation of interest.121

---

121 As mentioned, Peterson (2017: 1194) explains that he drew information in his conjoint from voter information booklets, but how many respondents read those and processed all the
Third, in many cases, individuals lack the motivation and/or opportunity to process multiple dimensions as they are asked to do in conjoints (e.g., Fazio 1995). Ironically, discussions of conjoint experiments often focus on whether respondents engage in satisficing behavior if asked too much (e.g., Hainmueller et al. 2015: 2400). Yet, it may be that satisficing captures how people make decisions. Here again, the Swiss study is exceptional as it involved a personally high salience choice (i.e., about who would live in the country) that likely stimulated motivation. The question going forward should be whether the situation under study generates the assessment of all the dimensions offered in the conjoint design.\footnote{These assumptions concerning information availability, attention, and processing are implicitly assumed with the analysis approach since it identifies the relative impact of an attribute holding other factors at their means. If those other factors are not attributes that would be considered, then the impact of a given attribute may be misleading. Another issue is that the randomization of levels within attributes can significantly affect the results and thus should be carefully considered to resemble the situation (population) of interest (e.g., Hainmueller et al. 2015, Bansak et al. 2021) Finally, as Leeper et al. (2020) explain, subgroup analyses can be tricky due to respondent subgroups differing in their evaluations of the comparison points (e.g.,}
The limitations I have highlighted point to design considerations that apply to any survey experiment. Experimentalists need to construct treatments that operationalize the theoretical concepts of interest (see Chapter 3’s discussion of designing treatments). Survey experiments, in most cases, also presume a captive audience who receives the information being tested. That is not problematic on its face but experimentalists need to take care in specifying to what context the design generalizes.

Summary

Few designs have so quickly captured the interest of social scientists as conjoint survey experiments. The attraction comes from the ability to introduce many variables and retain sufficient power to make inferences. Yet, the validity of these designs remains unclear, given that the main case of verification comes from a Swiss referenda study that contains qualities that differ from other applications in terms of the availability of information and the salience of the choice. In fields where conjoints have a longer history, scholars have recognized concerns about introducing too many variables without theoretical motivation. For example, Ben-Akiva et al. (2019: 1) state, “The promise of stated preference experiments is that they can provide deeper and broader data on the structure of consumer preferences than is obtainable from revealed market observations, with experimental control of the choice environment that circumvents the feedback found in real market equilibria. The risk is that they give pictures of consumers that do

123 There are other validation studies in marketing (e.g., Montgomery and Wittink 1979); however, the applicability of those to the other social sciences remains unclear.
not predict real market behavior.” McFadden (2017: 161-162) identifies a set of conditions under which conjoint designs work best and these include ensuring the alternatives are “fully described” but not “overly described.” In sum, one should arrive at a conjoint design when the question being asked and theory offered suggest a decision-making environment where individuals have the given information available, access it, and process it in a multi-dimensional fashion. Testing extra factors simply because the design allows for it impedes theoretical development – as it makes for a stimulus that has poor construct validity. This is the case for any survey experimental design, regardless of whether it is a conjoint.

(1) The conjoint survey design offers experimentalists the opportunity to incorporate a large number of factors by asking respondents to repeatedly rate hypothetical profiles with multiple attributes.

(2) Inferences from the design need to be interpreted in terms of the (all else constant) relative impact of a change in a given value against the designated baseline. This approach makes choosing the baseline important, since in essence it serves as the control comparison.

(3) When using the design, experimentalists should ensure the situation about which they are theorizing:

   a. includes information analogous to that in the experiment,

   b. prompts individuals to access information in a manner that echoes how they do so in the experiment, and

   c. stimulates individuals to process information in a way similar to how they do so in the experiment.
(4) Many decisions entail individuals accessing little information and processing it in a heuristic manner, and in such cases, it remains unclear that a conjoint design is appropriate.

**Lab-in-the-Field Experiments**

Laboratory experiments offer researchers incomparable control that facilitates addressing the Fundamental Problem of Causal Inference (e.g., using the scientific solution when applicable), and can bolster experimental realism (e.g., attention can be monitored). However, experiments in the lab also typically face substantial logistical challenges, such as coordinating with participants, monitoring treatment exposure, establishing the desired context, etc. Moreover, the nature of traditional laboratory experiments means reliance on convenience samples that can come to the lab. For this reason, researchers have sought to import the advantages of these designs to other settings by “bringing the lab” to a given population. This practice is known as a lab-in-the-field experiment: “one conducted in a naturalistic environment targeting the theoretically relevant population but using a standardized, validated lab paradigm” (Gneezy and Imas 2017: 440).

While social scientists have increasingly used lab-in-the-field experiments (e.g., Enos and Gidron 2016), their usage comes nowhere close to audits and conjoints. This scarcity likely reflects the aforementioned challenges to implementing laboratory experiments combined with even more hurdles when one moves to the field. Such difficulties include ensuring sufficient variance in the sample being studied (as discussed below), extensive piloting with convenience and targeted samples, recruiting a sufficiently large sample in the given location, accounting for safety and ethical concerns, forming and training a team to travel to the location for implementation, acquiring the needed budget, investing the time needed for data collection.
which sometimes means running sessions with individuals or very small groups, confirming the literacy of the sample when necessary, and obtaining relevant permissions and involving the community when necessary (Eckel and Candelo 2021).

These hurdles mean investing in a lab-in-the-field study should not be taken lightly – it is not worth testing a proposition outside of a non-mobile (e.g., campus) laboratory just to introduce heterogeneity for the sake of doing so. As detailed in Chapter 3, when estimating an experimental treatment effect, the nature of the sample of units matters only when (1) there exist heterogeneous effects (that correlate with how the sample is drawn), and (2) either one cares about a precise effect size or there exists insufficient variance on the moderator.\(^{124}\) Put another way, one reason to use the method is to exploit the control of the lab while also ensuring sample variance that would not otherwise be available. A second reason concerns contextual variation. Experiments conducted in a single location can only go so far in varying situational factors. Lab-in-the-field studies can overcome this limitation by implementing studies in distinct locations that differ in key ways. Here, one exploits context, rather than unit, variability. I next provide an

\(^{124}\) An alternative reason is that a sample from the population of interest requires one bring the lab to the field. For example, Nelsen (2019) designed an experiment to explore how distinct pedagogical approaches in civic education affect political participation (across different racial groups). He implemented the study by going to high schools throughout the Chicago area where he randomly assigned students to read alternative excerpts. Here, bringing the lab to the field constituted the easiest and perhaps only way to reach the relevant population.
example of each “type” of lab-in-the-field study: sampled focused studies and context focused studies.125

Kim (2019) explores the question of why Americans continue to believe in the prospects of upward mobility despite growing income inequality and evidence of static or downward mobility. She theorizes that exposure to entertainment television programs that use a “rags-to-riches” narrative (e.g., America’s Got Talent, Shark Tank, American Ninja Warrior, Toy Box) lead Americans to hold mobility beliefs. She offers suggestive evidence from correlational surveys, and then turns to an experiment to pin down the causal effect. In so doing, she recognizes the possibility of heterogeneous treatment effects, since those with pre-existing beliefs in the “American Dream” may be more susceptible to priming. Further, Republicans who tend to endorse individualism may exhibit stronger reactions. Kim therefore faces a design dilemma, since she seeks the control of a laboratory experiment (where she can ensure exposure to the stimuli – i.e., programs) but also needs a sample that varies in terms of prior beliefs and partisanship. On the latter point, she points out that obtaining such a sample in a liberal, metropolitan city (where she was located) is challenging. She therefore turns to a lab-in-the-field experiment.126 She used a mobile media laboratory (with chairs, television screens, and tablet computers) in three counties where the partisan presidential vote in 2016 was split nearly 50%-

125 Eckel and Candelo (2021) make a similar distinction calling them respectively one-context and cultural-comparison lab-in-the-field experiments.

126 She complements her lab-in-the-field experiment with a survey experiment collected on an MTurk sample. The downside of the latter is she cannot ensure exposure, and that sample leans in a liberal direction.
50%. She recruited participants from farmer’s markets, flea markets, and summer festivals, and obtained a heterogeneous partisan mix of people who seem to have faced some economic hardship but may have some standing beliefs in mobility (i.e., the American Dream). She randomly assigned respondents to watch a control broadcast (Cesar 911) or a treatment that mixed in various segments of the aforementioned reality television shows.\(^{127}\)

Kim finds exposure to the rags-to-riches reality television program leads the audience to increase their beliefs in the prospect of upward mobility (by about 6%). Moreover, she finds heterogeneity such that, relative to Democrats, Republicans are much more strongly affected by the programing. Further, exposure significantly affects those who previously believed anyone who works hard can get ahead while backfiring on those who disagreed that anyone who works hard can get ahead (i.e., those who were originally pessimistic about the American Dream).

Kim’s study highlights the value of a lab-in-the-field experiment as she obtained a sample that allowed her to isolate differential causal effects while ensuring valid delivery of treatments. The results make clear that future work on economic mobility and entertainment television needs to attend to sample variance.

A second reason to use lab-in-the-field experiments is to exploit variation in contextual exposure. Consider, for example, Gilligan et al.’s (2014) study of civil war and social cohesion. The authors posit that, on the one hand, fatal violence from civil wars could increase collective

\(^{127}\) The use of multiple segments increases the construct validity of her treatment since the treatment is not contingent on the idiosyncrasies of one show. She also engaged in extensive piloting to ensure the shows included the aforementioned features of reality television. The control show focused on life quality features that do not depend on visible financial gains.
social action via a purging mechanism (fewer social individuals leave area) and a collective coping mechanism (people band together due to a shared bad experience). They note that, alternatively, violence could depress cohesion due to an ensuing lack of trust and the destruction of civic associations. Testing the causal impact of violence requires identifying otherwise analogous people who differ only in their exposure to violence; that is, finding a way to ensure homogeneity and the scientific solution to the problem of causal inference. The authors turn to a lab-in-the-field study in Nepal (in 2009-2010). They find a set of matched communities that strongly resemble one another (e.g., in terms of region, military control, timing of war exposure, ethnic and caste composition, socioeconomic development, etc.), other than exposure to low or high levels of violence.

They then went to these communities (setting up “labs” in the field) and asked participants to take part in a series of economic games that measure “sociality.” They included measures of altruism (i.e., the dictator game where individuals give money to a partner), trust (i.e., where an individual gives an amount of money to a partner that is tripled and the partner decides how much to return, if any), and public goods contribution (i.e., individuals can keep an allocated amount for themselves or share it with others such that if everyone shares, everyone would be better off). Higher values in each game indicate more pro-social outcomes. The authors find substantially more pro-social outcomes in the violence-affected communities relative to those with less violence. For example, compared to those in non-violent communities, the respondents in violence-affected communities displayed about 13% more altruism (i.e., sent about 13% more in the dictator games) and 35% more trust (i.e., sent about 35% more in the trust game). These findings constitute clear evidence in favor of the first mechanism that violence increases collective social action, suggesting a foundation for building after violent experiences.
From an experimental perspective, this study shows how one can exploit the control of the laboratory to take advantage of natural variance that occurs in the field. The researchers do not control the independent variable (e.g., violence), but they still can make a casual inference about its effect due to the controlled setting – a la the scientific solution to causal inference. A fairly robust literature, particularly in economics, employs this approach. The Henrich et al. (2005) study on self-interest across cultures, discussed in Chapter 2, is a well-known example (for a detailed review, see Eckel and Candelo 2021). Researchers using this approach pay high costs for implementation (i.e., gaining access to the communities, recruiting, ensuring appropriate translations, etc.), but the payoffs can be enormous in helping to understand societal forces that ostensibly belie experimentation.

**Summary**

This section of the experimental design chapter differs from the former two; in those cases, I focused on the appropriate usage of popular designs, noting limitations and accentuating the importance of question and theory driven research. With lab-in-the-field designs, the challenges / limitations become apparent quickly. Caution should be taken in terms of when to make the sizeable investment in these designs – they can be useful to reach populations that contain crucial variance, or to take advantage of variance in societal conditions to test the effects of those differences. In these cases, lab-in-field experiments serve as a powerful method.

---

128 Eckel and Candelo (2021) explain that “a population that is outside the lab is not inherently more interesting nor more relevant than one that is in the lab… We assert that the question leads the researcher to implement this type of research because the attributes of the population or context are critical for addressing the problem.”
(1) Lab-in-the-field experiments entail using a standardized experimental laboratory approach in a field setting to target a population. It allows for strong control over relevant populations.

(2) Lab-in-the-field experiments can be particularly useful to exploit needed variance in samples or contexts.

(3) The challenges inherent in conducting lab-in-the-field experiments mean they should be used when the sample or contextual variance is not otherwise available to test theoretically informed hypotheses.

By pointing to the implementation challenges, I do not mean to dissuade researchers from using lab-in-the-field experiments. More generally, there seems to be a decline in the use of laboratory experiments of any kind (Rogowski 2016). Yet, researchers would benefit from more appreciation that any type of laboratory experiment provides control vital to ensuring experimental realism, addressing the assumptions underlying casual inference, and understanding the nature of contextual factors. As detailed in Chapter 2, these advantages likely dwarf mundane realism considerations that likely play a role in the decline in laboratory experiments.

**Using Experiments to Study Policy**

One trend that I have thus far ignored is the growth in demand for experiments from outside organizations. While this has been the case in some disciplines, such as economics, for some time (e.g., Glennerster and Takavarasha 2013, Karlan and Appel 2016), it is a more recent trend in other disciplines. This often involves non-governmental organizations collaborating with social scientists to assess the impact of interventions (e.g., Levine 2021). This work sometimes focuses on privately motivated programs (e.g., educational programs), and other times involves
public policy evaluations. In this section, I offer a brief coda by discussing the design of policy oriented experiments that often, but not always, involve partnerships with organizations.

The idea of using experiments to study policy goes back at least to Campbell’s (1969: 409) plea that “nations should be ready for an experimental approach to social reform, an approach in which we try out new programs designed to cure specific social problems, in which we learn whether or not these programs are effective, and in which we retain, imitate, modify, or discard them on the basis of apparent effectiveness on the multiple imperfect criteria available.” Campbell (1969) recognizes that in many cases the ideal of random assignment is neither political feasible nor morally justifiable. That reality led him to emphasize “quasi-experimental” approaches. As explained in Chapter 2, this means using the scientific solution to causal inference by controlling for differences or assuming that non-randomly assigned units are equivalent. One famous example involves comparing the impact of Connecticut’s crackdown on speeding in 1955, such that there were fewer fatalities after than before (this assumes nothing else changed).

Generally, when it comes to policy experiments, one can differentiate the solution taken to causal inference – statistical/random or scientific, which for this section I assume involves imperfect control (i.e., quasi-experimental). The outcomes of interest might be the impact of a policy a la Campbell or a policymakers’ decisions. Table 4-1 displays the possibilities. In this framework, “policymaker” refers to governmental actors, or non-governmental actors that seek to provide services or information (e.g., non-governmental organizations (NGOs)).

**Table 4-1: Using Experiments to Study Policy**

<table>
<thead>
<tr>
<th>Statistical Solution/Random Assignment</th>
<th>Policy Effects</th>
<th>Policymaker Behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Random allocation of government resources or policy access.</td>
<td>(2) Policymaker response to different forces/factors that are randomly varied.</td>
<td></td>
</tr>
</tbody>
</table>
In this configuration, audit studies of elected officials, as discussed earlier in this chapter, are an example for cell 2. Alternatively, one can employ random assignment to study the behavior of members of an NGO or analogous policy relevant organization. For example, Han (2016) worked with a professional organization to send randomly varied versions of messages to doctors, encouraging them to sign a petition in support for the Affordable Care Act (in 2011 when the Act was being challenged on various fronts). She finds, relative to a generic message, a message emphasizing recipients’ goals (by referencing their past actions), and, even more so, their personal goals (by referencing specific past statements they made) increase the likelihood of signing the petition. Han also explores how messages affect the likelihood of group members recruiting others to take policy action and attending a meeting. Overall, she shows that organizations can use relational messaging (e.g., connecting to people’s personal beliefs, past history) approaches to stimulate actions that have consequences for public policy, in this case, health care. Another example is Campbell and Spilker (2018) who implemented a survey experiment with individuals working for donor organizations (e.g., NGOs that offer humanitarian aid). In violence scenarios, donors tend to reduce budgetary and development aid and increase

\[\text{Scientific Solution/Quasi-Experimental} \]

<table>
<thead>
<tr>
<th>Scientific Solution/Quasi-Experimental</th>
<th>(3) Nearly random allocation of government resources of policy access.</th>
<th>(4) Policymaker response to different forces/factors that are comparable.</th>
</tr>
</thead>
</table>

\[\text{In this configuration, audit studies of elected officials, as discussed earlier in this chapter, are an example for cell 2. Alternatively, one can employ random assignment to study the behavior of members of an NGO or analogous policy relevant organization. For example, Han (2016) worked with a professional organization to send randomly varied versions of messages to doctors, encouraging them to sign a petition in support for the Affordable Care Act (in 2011 when the Act was being challenged on various fronts). She finds, relative to a generic message, a message emphasizing recipients’ goals (by referencing their past actions), and, even more so, their personal goals (by referencing specific past statements they made) increase the likelihood of signing the petition. Han also explores how messages affect the likelihood of group members recruiting others to take policy action and attending a meeting. Overall, she shows that organizations can use relational messaging (e.g., connecting to people’s personal beliefs, past history) approaches to stimulate actions that have consequences for public policy, in this case, health care. Another example is Campbell and Spilker (2018) who implemented a survey experiment with individuals working for donor organizations (e.g., NGOs that offer humanitarian aid). In violence scenarios, donors tend to reduce budgetary and development aid and increase} \]

\[\text{129 Others use survey experiments with public officials (e.g., Druckman and Valdes 2019).} \]

\[\text{130 For a broader treatment of experiments on citizens’ public policy (civic) oriented behaviors (e.g., recycling, volunteer, organ donation), see John et al. (2011). Also, see Bloom (2005) on analytic approaches for policy oriented experiments.} \]
transitional and humanitarian aid. They do the reverse in peaceful scenarios. These studies employ random assignment to isolate factors that affect those who shape and make policy.

The other three cells have received relatively less attention. Cell 4 includes governmental responses to natural events such as disasters or more slow-moving phenomena such as climate change. For example, local governing bodies have implemented policies to respond to climate change events at distinct points in time and in different ways. This work reveals how institutional features of governments moderate policy response once climate change conditions hit a salient point (e.g., Bulkeley and Broto 2013). Alternatively, government procurement approaches seem to depend on external events such as variations in marketplace forces (e.g., Bandiera et al. 2009), and government spending can depend on near-random variations in population size and institutional rules (Egger and Koetkenbuerger 2010).

An example of studying non-governmental organizational responses using the scientific approach (cell 4) is Crawfurd’s (2020) study of Latter-day Saints missionaries. Church officials assign missionaries in a “quasi-random” fashion using some information in a database but ultimately based on a “revelation.” Crawfurd focuses on assignments to high-income European countries or low- and middle-income Asian, African, or Latin American Countries. He invokes a unit homogeneity assumption by presenting background differences between those assigned, showing only minor differences (e.g., regarding age, gender, language, prior countries visited, standardized test scores). He then reports that those assigned to African countries later report

\[131\] Political scientists have used experiments to explore citizens’ reactions to natural events much more than policy effects (e.g., Malhotra and Kuo 2008, Healy and Malhotra 2010).
more interest in global development, and more policy actions such as donating and volunteering with international non-profits.

Cell 1 refers to the situation where the government or another policymaking body implements a policy in a literally random way. Social scientists – other than well-known Vietnam lottery studies (e.g., Erikson and Stoker 2011) – have not fully exploited these events (Grose and Wood 2020). Examples include random assignment of the implementation of federal election laws (Grose and Wood 2020), audits of lobbying disclosures (Wood and Grose 2020), and random assignment of land distribution taken from indigenous peoples (Hall et al. 2019). As Grose (2021) emphasizes, these provide unparalleled opportunities to assess policy effects and, even if not that frequent when it comes to governments, deserve more attention from scholars.

This type of random assignment policy experiment (cell 1) occurs more frequently with NGOs or non-profits who knowingly randomize to study interventions. For example, Jayachandran et al. (2017) worked with a conservation non-profit (Chimpanzee Sanctuary and Wildlife Conservation) that randomly assigned payments for ecosystem services to forest-owning households in Uganda if they conserved their forest. They find that tree cover declined less in villages that received the payment versus not. Another example is Blattman et al. (2014) who worked with the United Nations High Commission for Refugees and an NGO, the Justice and Peace Commission, to study the impact of an alternative dispute resolution educational workshop. They randomly assigned to some communities (in Liberia) to receive the workshop (i.e., 86 of 246 towns randomly received the workshop intervention). The authors find that a year later, towns where workshops took place reported a higher resolution of land dispute and less violence. On the other hand, they also find an increase in the use of illegal extrajudicial
punishments and some nonviolent disputes. A bourgeoning literature take similar approaches to look at the impact of non-governmental policy interventions (see Matanock 2021).

Finally, cell 3 is a path taken with some regularity by economists who exploit variation in policy implementation to isolate its effects. Other disciplines have ostensibly made less use of such designs. An example of the design is the Moving to Opportunity experiment implemented by the U.S. Department of Housing and Urban Development in 1994-1997. They chose five cities (Baltimore, Boston, Chicago, Los Angeles, and New York) to study the impact of housing on economic and health outcomes among more than 4,000 low-income families. They had hoped to employ a random assignment experiment (cell 1) with randomly selected families staying in low income residencies, having the option of moving to a nicer apartment in close proximity to their current neighborhoods (Section 8 treatment), or moving to a neighborhood with a poverty rate less than 10%. Since a non-trivial number of families assigned to the treatments declined to move, the design falls into cell 3 (comparing “similar” families across conditions a la the scientific approach).\(^\text{132}\) Initial results, 4-7 years after implementation, suggested few clear effects on employment or earnings, and marginal effects on families’ mental health. However, later results revealed that moving to higher income neighborhoods had dramatic positive effects on children who were young (less than 13 years old) when moving (e.g., higher income, more likely to attend college, better health on some indicators) but negative, albeit not large, effects on older children (Liebman et al. 2020).

\(^{132}\) Sixty one percent of Section 8 families chose to move and 47% of new neighborhood families chose to move.
Gay (2012) takes advantage of the policy experiment to isolate political effects, showing that moving negatively affected voter turnout with it being higher among non-movers, followed by the Section 8 movers, followed by the new neighborhood movers. This effect stems from the new costs of political participation (e.g., finding one’s polling place) and decreased social mobilization (e.g., socialization with one’s neighbors declined which can diminish participation). Gay’s work is a rare example of a political scientist using near random variation in policy implementation. Other under-explored examples would be the impact of state changes in minimum wage (e.g., does it change political beliefs?) (e.g., Card and Krueger 1994) and the impact of the over-time rollout of the food stamp program (e.g., does it affect political engagement?; e.g., Hoynes et al. 2015, 2016).

Another design that falls into cell 3 involves looking at pre- and post-intervention behaviors while also including a comparison group. For example, León et al. (2014) study an NGO intervention in rural India that provided information about family planning. They did not randomly assign the intervention, instead looking at pre- and post-intervention behavior in an area that received the intervention and a comparable albeit not equivalent area that did not (e.g., assuming causal transience, unit homogeneity). They find the intervention increased women’s beliefs about their power regarding money and social relationships. This empowerment seemed to help with meeting contraception needs. Another non-governmental example is Gilligan et al. (2013) who use an exogenous shock where one of three NGOs implementing a reintegration package was not ready to start until a year later, in post-civil war Burundi. They find the program results in a 20% to 35% reduction in poverty but did not help political reintegration.

I do not offer a formal summary section. I reviewed these studies with the hope of stimulating more experiments to explore policy and those involved in policymaking. While such
studies may not fully satisfy Campbell’s (1969: 409) plea for “an experimental approach to social reform,” the reviewed work demonstrates enormous potential.\(^{133}\) As this work proceeds, an aspirational goal is consider the full policy feedback process – from forces that drive government officials or NGOs to implement a policy to the effects of that policy on constituents and then back to how those making policy react to constituents. For instance, one could implement a dispute resolution intervention, study its effects on constituents, examine constituents’ subsequent impact on policymakers, etc. (e.g., Mettler and Soss 2004). When do policies lead to backlash among constituents that then causes those making policy to retreat as opposed to generating momentum in the direction of the initial policy? Is there push back against too many dispute resolution programs in a developing country or do the programs build momentum such that demand for them increases? Another aspirational goal is to continue to address, as discussed in Chapter 3, the inevitable challenge of scaling results to inform policymakers who often face implementation challenges (Al-Ubaydli et al. 2017, 2020a,b).

**Conclusion**

With experiments now being a widely accepted methodology in most of the social sciences, researchers often look to new designs for innovation. This can be valuable when the designs allow for the identification of previously undocumented causal relationships and/or

\(^{133}\) Some areas that may come close to meeting Campbell’s vision include work in labor and development economics (e.g., Banerjee and Duflo 2009), and education evaluations (e.g., Cook 2002, Shadish and Cook 2009). As more policy oriented experiments are implemented, one consideration will be public concern about such interventions (e.g., Meyer et al. 2019a,b, Mislavsky et al. 2019, 2020, Heck et al. 2020).
theory development. Yet, the end goal remains unchanged: to accumulate knowledge to address relevant social science questions. It is crucial to not jump to designs for their novelty but only to turn to them when they offer an advantage over what could otherwise have been done. There is no question the designs covered in this chapter – audit field experiments, conjoint survey experiments, and lab-in-the-field experiments – have contributed in major ways to multiple literatures. In that sense, the incorporation of these approaches highlights just how expansive experiments can be. Yet, scholars must move carefully to use these designs when appropriate and in so doing recall the basic lessons covered in the prior chapters. For example, in Chapter 2, I emphasized the importance of carefully considering points of comparison in an experiment. Audit experiments complicate identifying the relevant baselines, in part, because they lack a pure control condition. As was made clear in the discussion of Pager’s and Butler and Broockman’s classic studies, which baseline one uses can change what one concludes.

In Chapter 3, I argued for increased consideration of context in discussions of external validity. This applies particularly to conjoints given the possibility of incorporating unnecessary factors and/or presenting respondents with information environments that do not match those about which one theorizes. This point is not about mundane realism; rather, the concern involves putting respondents in a context where the available information and their motivations do not

134 Of course, one cannot intuit a researcher’s motivation for using a given design. However, the extent to which new designs (e.g., conjoints) become applied with such frequency following initial applications suggests an allure of prioritizing the design regardless of the substantive question (another sign is the frequency with which the names of new designs appear in titles of papers).
resemble those that underlie psychological theories about processing. I also, in Chapter 3, spent substantial time discussing the conditions under which one should worry about using particular respondent samples – the crucial question revolves around the nature of heterogeneous treatment effects. When a given sample may misestimate such effects, the lab-in-the-field approach can be extremely useful; it also offers an approach when it comes to contextual variation. Otherwise, even though lab-in-the-field experiments – just like audits and conjoints – offer a new intriguing approach, they may be unnecessary for building knowledge (although laboratory experiments more generally offer advantages that seem underappreciated). The bottom line is that novel designs offer new opportunities, but the fundamentals of what makes for a “good” experiment do not change. (I offer more details on constructing a “good” experiment in Chapter 6.) As Huber (2013: 2) explains, “[p]erhaps there’s a sense that we have plenty of theories and that the main challenge we face is to figure out which variables actually have a causal effect. But this is wrong-headed – the very nature of research on causal identification requires a heightened rather diminished role for careful theorizing.” The usefulness of a causal test in the social sciences can only be assessed in terms of its contributions to extant knowledge and theory. The key points covered in this chapter are as follows.

135 Huber (2013: 2) further states that some “take the strong position that social science research that cannot solve the identification problem is not worth doing, or at least is not worth publishing in leading journals. If we move towards this position, we excessively narrow the range of questions we ask, and thus unnecessarily limit our understanding of the social processes we study.” This concern echoes Smith’s (2020), as discussed at the start of the chapter.
The expansion of experiments in the social sciences has led scholars to introduce novel designs; three notable examples include audit field experiments, conjoint survey experiments, and lab-in-the-field experiments. These offer new opportunities but also have limitations that recent work sometimes does not sufficiently acknowledge.

Audit experimental designs have a long history of producing knowledge about discrimination in the job market context. Political scientists have adapted the design to study bias in democratic responsiveness. In so doing, researchers should carefully attend to making appropriate comparisons across conditions, ensuring construct validity via piloting, and using supplemental methods to pinpoint mechanisms.

Conjoint survey experiments enable researchers to study a large number of factors; in so doing, researchers need to carefully theorize about the appropriate information environment, and respondents’ attentional tendencies and information processing approaches. The concern is conjoinsts may over-saturate the environment and prompt attention to information that otherwise would not be accessed.

Lab-in-the-field experiments combine the control of the lab setting with access to populations of interest. They offer a valuable approach – due to the general advantages of laboratory experiments – when one suspects heterogeneous treatment effects that require seeking out a targeted sample or variable contextual effects that cause different reactions. In such scenarios, returns on the substantial implementation costs are high.

There are a host of experimental approaches to studying policy and contexts in which to study it that have not been fully exploited by social scientists.
• As experimentalists turn to new designs, they must be careful to recognize their limitations and use the designs when appropriate. A design is as useful only when researchers use it in a way that moves beyond extant knowledge.
Chapter 5: What to Do Before, During, and After an Experiment

Experiments constitute one part of the scientific process. As explained in Chapter 2, that process entails a series of steps that leads to the systematic production and organization of knowledge. The first step involves asking a question while the last step entails data analysis. Here I turn to practical issues involving events prior, during, and after one follows these steps (and in the context of doing an experiment). How do we arrive at questions in the first place? How do we document the formal steps we take – including the theory, hypotheses, data collection details, and analyses? What do we do when we are done – should we do it again and replicate the study?

Addressing these questions align with the open science movement. Open science initiatives accentuate the importance of making all aspects of the experiment transparent, pre-registering experiments in public repositories, and replicating prior experiments (Nosek et al. 2015: 1422, 1425, Christensen et al. 2019).136 These are inarguably worthwhile considerations

136 The idea of open science has a long history stemming back to when scientists first began sharing resources and communicating findings in journals. More recently, the term has been used to refer to proponents of an open research culture as encapsulated by The Transparency and Openness Promotion (TOP) Committee guidelines, spearheaded by the Center for Open Science (https://cos.io/). The TOP guidelines focus on journals’ procedures and policies for publication, but in so doing, they also highlight basic principles that purportedly “translate scientific norms and values into concrete actions…” (Nosek et al. 2015: 1423; also see Dunning 2016, Christensen et al. 2019). The guidelines include standards that can be distinguished into three areas: those that reward researchers for engaging in open practices (i.e., citing data and materials,
(also see Elman et al. 2020: Chapters 6-13); however, as will become clear, I offer a cautionary perspective on pursuing open science principles too far. Social scientists need to constantly evaluate whether their beliefs about what leads to good science actually results in good science in practice. This is vital as part of the cultural authority of science comes from its collective, diverse nature and practices (e.g., peer review, opportunities for criticism), and an avoidance of a hidebound commitment to certain methodologies or practices (Oreskes 2019).

**How Do We Ask Questions?**

Experiments provide knowledge only when they offer insight into important questions. The scientific method starts with a question, but of course it also matters how one arrives at the question in the first place. How that happens goes to the heart of vigorous debates about the nature of science itself, including varying epistemic cultures (Knorr-Cetina 1999) and the reality that researchers’ interests and values underlie all scientific work (whether consciously or not) (National Academies of Sciences, Engineering, and Medicine 2009). These broader issues are beyond my purview – instead, I offer a discussion of ways that social science experimentalists arrive at the questions they ask and ideas they have. It is incomplete, a la Oliver’s (2004) fascinating book *The Incomplete Guide to the Art of Discovery*, which begins with: “no matter replication), those that allow for reproducibility and evaluation (i.e., posting data, code, and materials in a trusted repository; having independent verification of analyses; having design transparency standards for review), and those that address values resulting from pre-registration (i.e., preregistration of the existence of the study, pre-registration of analysis plans). I discuss several of these ideas in what follows.
how well we prepare and plan, no matter how carefully we make our decisions and guide our actions, fate still seems always to play a central role in our careers and our lives” (ix).

Upon reading this quote, I reflected on how I arrived at some of my own research foci – particularly regarding partisan polarization among the public. I realized that it (roughly) sequentially involved: serving as an editor on an early article on the topic (Iyengar et al. 2012); offering comments on a book manuscript that generated a conversation (Levendusky 2013) (which led to the a two-step communication flow experiment described below); attending a meeting and ruminating on an off-handed remark about measurement from a colleague (that led to a large scale collaboration with that colleague and others); chatting with a student who happened to sit next to me at a conference dinner (that led to expanding the just mentioned collaboration to address other questions); spending a summer implementing failed efforts to pilot stimuli (to alter partisan’s animus towards the other party); and taking advantage of an unexpected, albeit highly unfortunate, event (the COVID-19 pandemic) to test a theory (see Geddes 2003 on the role of world events in shaping research). That is a lot of happenstance.

At the most basic level, experimentalists constantly should be asking questions about every event they observe. An experimental approach leads one to realize the difficulty of documenting a causal relationship, and thus, it becomes almost automatic to question and contemplate relationships in the world – and their counterfactuals. Even though she is not discussing experimental work, Geddes (2003: 29) captures this dynamic in stating “good research in the field is more often motivated by curiosity about the world and intuition about cause-and-effect relationships…” Beyond this point, I provide a non-exhaustive, non-exclusive list of how to arrive at questions, captured in a three-fold categorization with the acronym ASK: 

*assessing, socializing, and kaput.*
Assessing occurs as we witness the world around us: watching people, reading the news, thinking about behavior, etc. Most social scientists enter the field for a reason or a passion based on personal assessments of the world and that can generate questions for study and experimentation. Another aspect of “assessing,” beyond daily observations and personal interests, is more academic. Specifically, scholars reflect on “big questions,” such as why and how people form preferences and behave the way they do, and what that implies for social, political, and economic systems. These “big” questions sometimes lead experimentalists to a particular study, but even when not, scholars should step back and consider how their work (regardless how they arrived at the topic) speaks to these larger issues. At a more mundane level, scholars read and assess the status of extant academic literatures, finding gaps and thinking of theory and experiments to fill them. In so doing, it is often useful to revisit classic works on a topic, though, do not hesitate to question such work – it is often useful to feel “indignation, annoyance, and irritation” with what has been written and these emotional reactions can generate new research (Geddes 203: 30).

More pointedly, I recommend an approach in which researchers design new experiments by building on prior designs. For example, many of the early framing studies, including the campaign finance study discussed in the earlier chapters, relied on the material used in Nelson et al.’s (1997) seminal framing experiment. These works sought to expand on Nelson et al. by replicating parts of it and then extending it by, for example, varying the source of the frame (Druckman 2001), or the number of frames offered (Sniderman and Theriault 2004, Chong and Druckman 2007). The point of replication here was not to challenge or question Nelson et al., but rather to expand on their highly credible work to isolate boundary conditions. As I will discuss
below, that Nelson et al.’s willingness to share their material shows how transparency can spark a robust literature.\footnote{Another way to assess is to engage in exploratory research – that is, “an attempt to discover something new and interesting, by working your way through a research topic” (Swedberg 2020: 17). Here, empirical inquiry can help identify questions to pursue further.}

A second way to arrive at what questions to ask involves socializing, which can occur in a host of guises. For example, professional conferences exist, in part, to provide opportunities to discuss work with those who have similar and different perspectives. This can stimulate questions and ideas; sometimes this occurs via a formal setting such as a panel but often it occurs via informal conversations. For me, as mentioned above, an entire research agenda began due to a colleague who said in passing – literally as she was walking out of the room during a meeting break – that she has no idea what people thought about when asked to assess political parties (although she actually had ideas that were different from what prior research suggested). That comment sparked further conversations and several studies to explore what people have in their head, particularly when they express animus towards opposing partisans (e.g., Druckman et al. n.d.). This is only one of many such examples from my career. The first professional paper I ever wrote reflected a similar off-handed question that a professor of mine asked during a class break (Druckman 1996), and the main research agenda for the first part of my career came about due to ruminations at a dinner with my future collaborator (e.g., Chong and Druckman 2007). The lesson is to spend time engaging with colleagues as that often leads to questions that demand
exploration and experimental inquiry. This can occur in meetings, collegial conversations, or other contexts.\textsuperscript{138}

This type of socialization also occurs in the classroom. Not only do students derive ideas from professors, but professors also get ideas from students. Students, graduate and undergraduate, often bring fresh perspectives to topics that can generate novel questions, and ultimately, experiments. This can occur from advising students. Graduate students can also generate ideas in collaborative group settings, such as a reoccurring lab meeting (see Druckman et al. 2018). Undergraduates often conduct research projects in small classes, which can lead to collaborations with professors (Druckman 2015). For example, multiple experiments I conducted with students stemmed from questions we discussed during class, such as how to measure drug usage among student athletes (Druckman et al. 2015) or how media affects vote choice (Druckman 2004). Further, preparing for class and observing students’ reactions during class discussions can provide insight into useful research questions.\textsuperscript{139} Undergraduate advising offers

\textsuperscript{138} The importance of socialization as a way to generate research questions accentuates the role of equitable professional opportunities. If particular groups or individuals do not have access, they are essentially disenfranchised from a crucial way in which scholars identify questions to explore.

\textsuperscript{139} A remarkable example of the former is Kahneman’s (2002) autobiographical note about teaching early in his career: “To teach effectively I did a lot of serious thinking about valid intuitions on which I could draw and erroneous intuitions that I should teach students to overcome. I had no idea, of course, but I was laying the foundation for a program of research on
many opportunities. Students can provide novel research ideas, and an advisor can help them situate the question in an academic literature and design an experiment (when that is the appropriate method). Of course, in all these cases, advisors should be transparent about the goal of collaborating toward writing a professional article. In my experience, this regularly proves profitable for the student and for the pursuit of knowledge (and publication).  

Questions also frequently emerge from socializing in non-academic settings. During dinner conversations, friends and family may unknowingly raise novel questions not sufficiently addressed in the academic literature. Complete strangers have even probed me with questions that turned out to be useful. More directly, questions often emerge through relationships with individuals or organizations with whom a researcher may have a shared goal. Academic and judgment under uncertainty.” This program of research came to be one of the most impactful in the social sciences (e.g., Kahneman 2011).

Selected examples from my experience include a framing experiment on campaign finance (Druckman and Nelson 2003), an experiment on framing versus cue taking (Druckman et al. 2010), an experiment on information search (Druckman et al. 2012), an experiment on the impact of elite polarization (Druckman et al. 2013), an experiment on irrelevant even effects (Busby et al. 2017), an experiment on pain perceptions (Druckman et al. 2018c), an experiment on incivility (Druckman et al. 2019), an experiment on climate change communication (Bayes et al. 2020), and an experiment on disability services (Druckman et al. 2020b). In each of the cases, the student generated the area of interest and general question and then we collaborated, sometimes along with a graduate student, to read the literature, derive hypotheses, design an experiment, etc.
practitioner (e.g., non-profits, campaigns) relationships are certainly not new, but researchers have increasingly leveraged them to identify pressing questions relevant to the academic’s interest and the organization’s mission, which can then be answered with an experiment. Such collaborations can occur informally. For instance, Gerber et al.’s (2008) well-known field experiment on how social pressure mobilizes voters came about through interactions with a campaign consultant who sought a cost-effective way to increase turnout (see Green and Gerber 2010). Collaboration can involve more formal relationships – as has been documented in various fields (see, e.g., Karlan and Appel 2016). For instance, Kalla and Broockman (2016) partnered with a liberal political organization, CREDO Action, with roughly 3.5 million members. They worked with the organization to design an experiment where members attempted to arrange meetings with members for the U.S. Congress (from one party) who had not already cosponsored a bill to ban a chemical. They randomly assigned the meeting inquires to vary whether the inquiry mentioned that those wanting to meeting were active political donors or concerned constituents. They report some of the most striking evidence to date that donations affect access – senior policy makers made themselves available to political donors between three to four times more often than to concerned constituents. This experiment highlights the gains that can come about from an organizational-researcher partnership (also see the examples in Chapter 4).

\[141\] They specifically used block random assignment to ensure balance on environmental views, prior co-sponsorship of the bill in a previous Congress, years served, ideology, geography of the district office, and prior presidential vote share in the district.
Fortunately, the organization research4impact (https://www.r4impact.org/) facilitates this process by matching practitioners and social scientists (with a focus on experimentation). They also offer workshops on how to pursue research relationships; as they say on their website “Connecting with a practitioner will produce new questions, new research ideas, and possibly new formal collaborations….” (also see Levine 2021 on how to form organizational partnerships to run experiments). Even when these relationships do not go as planned and/or fail, they still lead to new ideas and lessons about what not to do next time (see Karlan and Appel 2016).

A third way to generate questions is what I refer to as “kaput,” in essence, failure. In Chapter 1, I noted Campbell and Stanley’s (1963: 3) statement that we “must instill in our students the expectation of tedium and disappointment and the duty of thorough persistence…” This pessimistic portrayal reflects the prevailing reality that many experimental efforts will have disappointing results and be initially interpreted as kaput. Campbell and Stanley are right that persistence is absolutely essential. Persistence includes learning from the failed results which can in fact, in the long run, lead to even better experiments (what Karlan and Appel 2016 call “learning when things go wrong”). Indeed, the first thing one should do when an experiment fails is to ask why it failed. It may be due to a problem with the design. For example, I once implemented a framing experiment focused on attitudes about urban growth initiatives. I exposed people to an argument that the issue should not be left to voters, but the frame had no effect whatsoever, and even backfired a bit. The reflection that followed the null result led me to recognize the importance of assessing the argument strength of different frames, a topic that led me to consider a new theory and several distinct experiments (e.g., Chong and Druckman 2007).

Aside from theoretical missteps/inaccuracies, an experiment can fail for countless implementation reasons, including distracted participants, poorly constructed stimuli or
measures, insufficient power, non-compliance or attrition, and related issues. Each of these
design elements, as discussed in Chapter 2, require careful attention and consideration should an
experiment not go as planned. An additional possibility concerns events happening outside the
experimental context. One glaring example comes from an experiment I implemented regarding
the way different arguments affect Americans’ support for nuclear energy. The data collection
took place in March, 2011, which as it turned out overlapped with the Fukushima Daiichi nuclear
disaster in Japan (due to an earthquake and tsunami). This obviously undermined the data
collection, as any argument for nuclear energy became impotent in the midst of the disaster. But
the scenario begged the question whether I should include questions about the information
environment to measure how the context moderated treatment effects (see Druckman and Leeper
2012b).

Distinct from contextual sources of failures are unexpected experimental participant
reactions. In one case, I attempted to embed a survey experiment in an Election Day exit poll in
Minnesota. Suffice it to say, Election Day in Minnesota means cold and snow. Given these
conditions, I thought it may help to offer a $5 incentive to take the survey. Much to my surprise,
however, the incentive turned people away. Apparently, the social capital is so high in Minnesota
that the response rate was higher when the student pollsters did not offer the $5. I stopped
offering incentives, mid-day, once it became apparent everyone was declining the money and
subsequently declining to participate. The subjects seemed to feel they were contributing to the
public good by taking the survey and helping students, but when money was involved, they felt
insulted by my assumption they would demand pay. In another example, I sought to use
experimental vignettes to assess whether athletic trainers display racial bias in pain assessments
of student-athletes. In the recruitment e-mail, we referred to potential participants as “trainers.”
Dozens responded that they would not participate, feeling insulted that we had not used their official titles of “Athletic Trainer” or “Certified Athletic Trainer.” We apologized and adapted the language accordingly (Druckman et al. 2018c). These examples accentuate the importance of anticipating responses of participants in experiments, particularly when using targeted populations, which is an increasingly common experimental approach (e.g., Klar and Leeper 2019). It is important to talk to members of the groups about the study before you start in order to anticipate the issues that may arise. Pilots are not just for researchers to test manipulations, but also to assess response rates and unexpected responses to the study materials.

And sometimes an experiment goes kaput due to the reality that the method does not fit the question. For instance, a collaborator and I hoped to causally assess the impact of animus towards the other party on the formation of issue positions; we sought to do so by manipulating participants’ levels of contempt for the other party (e.g., making Democrats dislike Republicans more) to see if increased contempt led partisans to follow party cues more on issues. We piloted nine treatments we thought could prime out-party animus and every one failed (perhaps due to a ceiling effect). We concluded an experiment would not work for this test and instead kept searching for other possibilities, one of which came about with the onset of the COVID-19 pandemic. There we used a prior survey measuring partisan animus to gauge COVID-19 attitudes, thereby allowing us to use panel data with an exogenous measure (i.e., one taken prior to the emergence of COVID-19) that linked out-party dislike to partisan cue-taking. The pilot failures prompted us to ask what method could work and we took advantage of an opportunity that naturally (albeit very unfortunately) arose (Druckman et al. 2020a).

In sum, experimental failures can be dispiriting, to say the least, but they are also inevitable. In the moment, disappointment, anxiety, and frustration constitute the natural
responses, and every failure might not straightforwardly lead to another question that works out well. Yet, in most cases, researchers can learn lessons that can advance theory, improved implementation, or new methods. In Campbell and Stanley’s words, the key is to persist, even when incredibly difficult, in the face of disappointment. Success will come with diligence and innovation. Or as Oliver (2004: 34) states, the “path of science is strewn with failures of what once seemed great ideas and promising new directions... Science is built upon past failures, as well as upon successes, and a select few of those with the boldness and daring to depart from convention will always lead the way.”

Summary

At first glance, it may appear that arriving at a good research question should not be difficult; yet, it requires a researcher to identify an “important question” relevant to their field, and which can be realistically addressed to add to an accumulating knowledge base. It is thus not so easy. It necessitates maintaining a curiosity at all times as questions can emerge in the most

---

142 That said, in all fairness, it is easier to bold and endure failure for established researchers with sizeable budgets. For early career scholars, an experimental failure may be more problematic due to a lack of resources to pursue another direction. It is here where mentoring plays a vital role to guiding earlier career scholars to make research investments in anticipation of what they would be able to do should the results not fulfill expectations (and how to assess risk in light of budgetary realities). It also accentuates the need for research funding programs targeted for early career scholars.
unexpected of settings – in essence, many experiments and findings come about due to a mix of luck, curiosity, and adherence systematic thinking (Dunbar and Fugelsang 2005).  

The flip side of the role of luck is that one might often feel that their diligence seems unrewarded. Diligence acts as a necessary but not sufficient ingredient in leading to a satisfying experiment. At times, experimentalists even have to let go and move on from an experiment, but do not view this as wasted time (it is part of the inevitable process). Those who maintain curiosity with at least a sliver of irreverence – they do not accept any answer as the final word – will arrive at exciting questions and success. Rather than summarizing the lessons of this section with numbered points, as with many other sections in the book, I end with the below table. The table outlines the examples of my ASK framework (which is not meant to be comprehensive) for arriving at questions for experimentalists.

**Table 5-1: ASK: Examples of How to Ask Research Questions**

<table>
<thead>
<tr>
<th>Source of the Question</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessing the world and the field.</td>
<td>• What questions arise from witnessing how the world works? What questions are you passionate about answering?</td>
</tr>
<tr>
<td></td>
<td>• What are the “big” questions in the field? What questions is the existing literature addressing? What questions can be addressed by extending or generalizing other experiments?</td>
</tr>
</tbody>
</table>

While not related to experiments, one telling (and also remarkable) story comes from Oskar Morgenstern wondering into a library and arbitrarily perusing a book which provided a crucial insight for his and von Neumann construction of game theory (Morgenstern 1976). He states (1976: 811), “I note a curious incident that shows how chance can influence the direction of scientific work.”
Socializing with colleagues, teachers/students, and non-academics.

- What questions arise at professional meetings (e.g., on panels)? What questions emerge in informal conversations? What do your colleagues ask?
- What do your teachers, advisors, colleagues ask/suggest? What are students’ reactions? What questions do your classes ask about research findings? What questions interest students?
- What questions arise in conversations with family and friends? What questions interest practitioners? Are there questions that intersect with research interests and practitioner interests?

Kaput or a failed experiment.

- Was there something wrong with the theory?
- Was there something wrong with the implementation, design details, the context? Did something go wrong with the participants?
- Was the best method being used?

**Formalizing the Research Process**

Implementation of a sound experiment requires meticulous attention to detail when it comes to identifying the best stimuli, measures, sample, and context. Yet, despite how much time researchers spend thinking through each piece of an experiment, they inevitably will forget the details, even if it is hard to imagine in the moment. For this reason, researchers need to keep careful records of all decisions (Geddes 2003: 43-88). As an example, I will discuss Druckman et al. (2018b) in detail. The experiment tests whether partisan media stories can influence people who do not watch them. This can occur via a two-step communication flow: (1) a story (e.g., about the environmental risks posed by drilling for oil) affects those who watch it (e.g., making them more opposed to drilling), (2) those who watched and had their opinions changed talk about
the issue with others who did not watch (e.g., discuss drilling), and (3) those conversations influence the people who did not watch and their opinions end up resembling the opinions of those who did watch (e.g., those who did not watch are then indirectly shaped by the media, becoming opposed to drilling) (Lazarsfeld et al. 1948). In the experiment, the authors randomly assigned people to a control group (no watching or discussing the news/issue), a group that watched partisan news but did not subsequently discuss it, a group that watched the news and then discussed it (with others who did not watch), or a group that did not watch the news but discussed the topic with those who did watch it. They demonstrate that individuals’ who did not watch the news but discussed it had opinions that matched those of people who just watched it (and differed from those in the control who neither watched nor discussed). Put another way, partisan media can influence the opinions of people who do not watch it via a two-step communication flow.

A sampling of the design decisions included (1) choosing the news networks (e.g., MSNBC and Fox News), (2) deciding whether participants should be forced to watch one network or be able to choose which networks to watch (e.g., MSNBC, Fox News, PBS), (3) deciding on the medium of exposure (e.g., videos), (4) identifying the issue (e.g., drilling), (5) crafting the precise messages (e.g., focusing on environmental risks or economic gains from job creation), (6) determining the size of the discussion group (e.g., four people) and the composition of the groups (e.g., all from one party, mix from different parties), and (7) deciding on the precise outcome measures (e.g., support for drilling, partisan identity strength). The authors also made decisions regarding whether the networks should show incongruent stories (e.g, MSNBC focusing on economic gains from drilling), whether there should be conditions with news exposure and no discussion, whether there should be conditions with discussion but no news
exposure among anyone, and whether attitudes on the outcome variables should be measured pre-and post-treatment. We made other choices about the recruitment plan (e.g., from campus, community organizations), the random assignment approach (e.g., what if the plan is to have a mixed partisan group but only those from the same party arrive at the session?), and the analysis plan (e.g., which groups to compare to test the hypotheses).

While this admittedly constitutes a particularly complex experiment, the reality holds that even for the simplest of experiments, a large number of choices need to be made. It is crucial, at each stage, to explicate and write down the rationale. For example, in the case of this experiment, the authors created a document to justify the choice of drilling as the issue to study. The authors selected drilling in order to build on prior work on partisan reasoning (Levendusky 2010, Druckman et al. 2013), and to use real television segments to increase experimental realism (since they were more captivating than false stories likely could be). Drilling was also an issue on which partisans did not hold such strong priors so as to be un-moveable from media exposure.144 While these types of details demand substantial attention in the moment, they are easily forgotten without documentation. In the case of this experiment, the “design” document filled 28 single-spaced pages, beginning with the motivation and including details about the stimuli, outcome measures, predictions, analysis plans, and more.145

144 This point may seem, at first glance, to be a bias in favor of finding an effect but the rationale is that the study’s goals concerned whether a two-step communication can occur and this requires initial media influence (or else there is no possible “two step”).

145 The document also included pretest analyses to ensure the segments on oil from the different networks (i.e., MSNBC and Fox) were perceived as being in the anticipated direction (i.e.,
This goal of the two-step communication flow experiment was to test a theory and identify patterns, rather than inform policy. If one is implementing an experiment with the goal to inform those who make policy directly, then a design document might also include a discussion of Al-Ubaydli et al.’s (2017, 2020a,b) aforementioned scalability considerations (see Chapter 3). For example, be clear to articulate the target policy-relevant environment such as where an intervention would be implemented (and what intervention), what actors would be involved and what are their incentives, and, as a general matter, “backwards induct to address the potential threats so scaling with the experimental design” (Al-Ubaydli et al. 2020a: 37). That is, think through how the results would translate to a precise policy situation and what challenges would arise in the process.

Documentation continues once the data are collected. Experimentalists must temper their excitement of finally analyzing the data and make sure to maintain documentation of how they conduct analyses. Specifically, this involves keeping careful notes on data collection (e.g., were the sessions run without incident?), analytical decisions such as the creation of variables (e.g., in the aforementioned experiment, it involved aggregating three items based on a factor analysis), the selection of cases (e.g., excluding pure Independents), and analysis decisions (e.g., using inverse probability weighting based on group assignment). Without documentation, by the time one decides upon the most accurate and informative result presentation, he or she may have scant memory of how to recreate it out of a mess of poorly named variables and many analysis files.

________________________
against and for drilling), and were equally persuasive in terms of logic (so that one segment did not exhibit a strong effect for reasons of argument strength which would have been a confound).
I advocate for writing these planning and analysis documents because they facilitate multiple goals. For one, they make it much easier to write the actual paper: the documents form part of the paper. The documents also facilitate satisfying transparency requirements that come with the publishing process. Open science’s transparency expectations involve experimentalists posting their stimuli, outcome measures (e.g., surveys), data collection details, data, and analysis code in independent public registries (Miguel et al. 2014, Nosek et al. 2015: 1424, Chistensen and Miguel 2018, Aczel et al. 2020, Boudreau 2021). Transparency ensures an understanding of the scientific processes underlying empirical claims (Lupia and Elman 2014, Elman et al. 2018).

The principles can be found, for example, in political science’s Data Access & Research Transparency (DA-RT) initiative; Lupia and Elman 2014) that stimulated revision to the American Political Science Association’s (APSA) Guide to Professional Ethics in Political Science. That guide (2012: 9-10) states that “researchers have an ethical obligation to facilitate the evaluation of their evidence-based knowledge claims through data access, production transparency, and analytic transparency so that their work can be tested or replicated.” A large number of social science journals, including most that publish experimental research, endorse these guidelines by requiring authors to post material and data (Boudreau 2021). While scholars using other methods (e.g., qualitative approaches) debate the application of these principles to their work (e.g., Monroe 2018), experimentalists generally endorse the basic ideas. Moreover, experimentalists have gone further by generating a list of reporting expectations in papers, including participant eligibility and recruitment, number of participants, descriptive statistics, evidence of treatment delivery, and weighting procedures if used, among other considerations.
The life of an experimentalist will be much easier if he or she diligently keeps notes on all of these aspects through the process rather than having to go back and re-create it later. While this may sound easy and obvious, it, again requires self-discipline to slow down and document.

These transparency expectations allow other researchers to verify the results and confirm the robustness of the findings. Transparency also helps other researchers replicate and extend the experiment (e.g., using the materials), and use it for large-scale re-analyses and meta-analyses. Indeed, Mullinix et al. (2015), Coppock et al. (2018), and Coppock (2019b), all discussed in Chapter 3, re-analyzed and replicated large sets of experiments because they had access to those data and materials via the TESS program (which posts all material and data). Zigerell (2018) accesses 17 previously conducted (TESS) survey experiments to perform a new analysis of racial prejudice; he reports a distinct and provocative finding that for “White participants..., pooled results did not detect a net discrimination for or against White targets, but, for Black participants..., pooled results indicated the presence of a small-to-moderate net discrimination in favor of Black targets” (1). These efforts and concomitant knowledge gains are only possible through transparency. That other scholars build on and refine prior experiments also speaks to

---

146 Some of the reporting recommendations have generated debate, particularly regarding whether one should report balance tests by comparing measured covariates across experimental conditions to assess the success of randomization (c.f., Gerber et al. 2015, Mutz and Pemantle 2015).

147 In the most extreme cases, it could allow for the identification of fabrication (Christensen and Miguel 2018: 945).
the importance of documenting the design decisions. That is, another researcher building on one’s work may inquire about an aspect of the experiment and it is much better to access an old document that detailed the thinking at the time than to rely on one’s memory. (Indeed, I had to access the aforementioned 28 page document for virtually all the details described earlier concerning the two-step communication flow experiment.) In essence, this helps ensure your work has more impact since helping other scholars build on work perpetuates its influence. As mentioned earlier, one way to stimulate a new experimental idea is to build on and extend prior work, to learn about the details from others, and to proactively provide details to others to ensure collective intellectual progress.

As data transparency becomes the norm, experimentalists should attend to how that could affect results. Specifically, Connors et al. (2019) point out that even small contextual changes can alter participant behavior; with transparency rules, many Institutional Review Boards now require that participants be informed of a statement such as: “if this research is published, your response will be made publicly available to other researchers. You will never be asked for your name. Only the responses you give to the questions that follow will be available for download” (Connors et al. 2019: 191). Connors et al. conduct an experiment comparing responses of individuals who receive this de-identified posting notification against those who do not. They find the disclosure significantly alters responses. For example, those notified report lower levels of political knowledge (e.g., they are more likely to report they do not know answers to

\[148\] They also explore the effects of, in addition to the posting notification, explaining the data will be made available to reduce the risk of scientific fraud. However, the added statement has no additional effect beyond the basic disclosure.
questions), more support for abortion (i.e., more pro-choice attitudes), and increased levels of self-reported vote turnout.\textsuperscript{149} Thus, informing respondents of data transparency can have positive effects on data quality (e.g., more accurate knowledge reports) but also exacerbate social desirability reporting (e.g., over-reporting turnout). Scholars conducting experimental work that involve measures where respondents may think about how responses reflect on them should thus account for such possible effects, perhaps by considering measurement methods that reduce social desirability bias (see Chapter 2’s discussion, Rosenfeld et al. 2016).\textsuperscript{150} This is not to say

\textsuperscript{149} The results are conditioned by self-monitoring scores; for example, in the treatment condition, low self-monitors (i.e., those less worried about presenting themselves in a way to impress an audience) are more likely to answer “don’t know” to the knowledge questions (Connors et al. 2019: 196-197), and more likely to express pro-choice attitudes (Connors et al. 2019: 199). Further, high self-monitors over-report their income when told of the disclosure (Connors et al. 2019: 200-201).

\textsuperscript{150} In discussing transparency, two other points are worth keeping in mind. First, there are the well-acknowledged privacy concerns. Some data cannot be fully posted without comprising the anonymity of the respondents. For example, data from an audit study of state legislators that include detailed information about each legislator would make it easy to identify whether particular legislators responded. This, in turn, becomes problematic when anonymity is essential to conduct a study. Even de-identified data sometimes allow motivated third parties to identify particular respondents (Christensen and Miguel 2018: 969). In these scenarios, the solution involves not fully posting data and making it available via request and assurance from the requestor to protect anonymity (i.e., an application for restricted data access). This is the
scholars should forgo transparency with research participants, but rather that they should be cognizant of its possible effects.

In sum, conducting an experiment involves a myriad of decisions; formalizing a process to keep track of choices, ensures clear documentation, lessens the extent to which one has to rely on his or her memory, provides text for papers that eventually may be written, facilitates compliance with transparency publication guidelines, and helps in conversations with others who share similar interests. It also can provide some perspective by forcing an experimentalist to

________________________
approach, for example, taken by the American National Election Studies; see https://electionstudies.org/restricted-data-access/. Second, some have politicized data transparency to undermine the application of credible scientific research. For example, in 2019, the Environmental Protection Agency appealed to the need for data transparency as an explanation to ignore widely agreed upon credible scientific data that include personal health information (thereby making it un-releasable) (Friedman 2019). This action increased the difficulty of maintaining and enacting clean air and water rules that reference evidence on the effects of pollution from the confidential data. Various scientific organizations protested; for example, The National Center for Science Education said “ruling out studies that do not use open data ‘would send a deeply misleading message, ignoring the thoughtful processes that scientists use to ensure that all relevant evidence is considered’” (Friedman 2019). Here a sound scientific principle that has some caveats concerning data privacy is being used to promote an ostensible political agenda (de-identifying the data would be possible but would cost hundreds of millions of dollars) (Frideman 2019). Scientists themselves need to communicate about transparency in effective ways to prevent undermining the application of science (e.g., Ioannidis 2017: 107).
think through each choice and recollect the rationale as he or she reviews prior decisions at each stage. All of that said, this entails a substantial time investment – the reality is that quality experiments typically do.

Given the current extent to which transparency expectations are formalized in the publication process, academic norms need to change. Tenure standards must evolve to recognize that quantitative productivity may be vitiated due to the increased time commitments needed to ensure transparent research. Indeed, a generation ago, one would not have had to spend time creating detailed appendices about the implementation of an experiment, or make user-friendly versions of the experimental material and data. These are non-trivial tasks for which institutions must account when assessing an individual’s research. In essence, providing these materials helps provide a public good since other researchers can build on them and that needs to be recognized.

**Pre-Registration and Pre-Analysis Plans**

Another item one should consider before implementing an experiment is to pre-register it. Pre-registration entails registering a study in an independent repository prior to data collection (Nosek et al. 2018, Christensen et al. 2019: 99-119). Authors provide enough details so that other scholars know what hypotheses have been tested on what populations (Malhotra 2021). Prominent registries include the Open Science Framework (OSF), Evidence in Governance and Politics (EGAP), and AsPredicted (Boudreau 2021). These repositories provide the scientific community with access to the universe of studies on a given topic.

If practiced by all or most scholars working on a given topic, pre-registration can help vitiate publication bias which occurs when publication decisions are based on criteria unrelated
to research quality. The most notable type of publication bias, the file drawer bias, occurs if a positive test result (i.e., a statistical test that rejects the null hypothesis of no effect) is more likely to be published than a negative test result (i.e., a test that does not reject the null hypothesis) (Rosenthal 1979). The published record of research skews from the true distribution of results, overstating the collective strength of positive or statistically significant findings. For example, if one out of ten studies shows that sending varying types of health-related text messages leads people to eat less fatty food, and only that one study is published, the result is a mis-portrayal of the effect of text messages.

---

151 My definition of publication bias is broader than others, which focus on a bias that occurs when the publication decision depends on the result (e.g., Brown et al. 2017: 94). Implicit in these definitions, however, is the idea that the result drives decisions, all else constant. As Malhotra (2021) clarifies, publication bias occurs when “when the statistical significance of findings influences publication probability conditional on the quality of the study design” (italics in original). A broader definition allows for inclusion of other types of biases such as decisions based on the identity of the author or sponsor of the study. For an assessment of various types of biases, see Fanelli et al. (2017).

152 The focus is typically on the peer-reviewed scientific literature (Brown et al. 2017: 93), rather than the so-called gray literature that includes conference papers, dissertations, etc. Rosenthal (1979: 638) states “studies published in the behavioral sciences are a biased sample of the studies that are actually carried out.” The metaphor is that many studies end up in the file drawer rather than academic journals.
There exists a large literature documenting publication bias in the social sciences (e.g., Gerber et al. 2000, Gerber and Malhotra 2008, Gerber et al. 2010, Franco et al. 2014, Brown et al. 2017, Fanelli et al. 2017, Christensen and Miguel 2018: 924-931, Andrews and Kasy 2019, Christensen et al. 2019: 31-55, Berinsky et al. 2020, Malhotra 2021). Pre-registration of studies serves as an antidote to the file drawer bias problem.\textsuperscript{153} Scholars who conduct meta-analyses to aggregate literatures can include unpublished and published experiments on a topic to assess the robustness of an effect (assuming data from unpublished studies are also made available).\textsuperscript{154} For example, even if the aforementioned nine text messaging studies with null effects were not published, pre-registration along with data availability would ensure a more accurate synthesis of the literature. Pre-registration in that sense serves as a public good, which should not add much additional work if one writes the planning documents discussed above.\textsuperscript{155}

\textsuperscript{153} See Malhotra et al. (2021) for a discussion of various other solutions (also see Andrews and Kasy 2019).

\textsuperscript{154} Pre-registration is a norm/requirement in other fields, most notably when it comes to medical clinical trials (for discussion, see Humphreys et al. 2013).

\textsuperscript{155} Coffman and Niederle (2015: 90-91) suggest downsides of pre-registration include researchers revealing their plans before the project is completely finished – this requires consideration of the tradeoff of maintaining an up-to-date registry against ensuring privacy for a particular amount of time. They also mention that sometimes the lack of publication from a registered study may be due to budget challenges rather than null results, and more generally, a registry needs to be organized in a useful and searchable manner. These are all important
Many pre-registrations, including the aforementioned registries, also ask researchers to report the hypotheses, outcome measures, experimental conditions, sample size, plans to exclude outlier data, and a detailed *pre-analysis plan* of how they will test their hypotheses once they finish data collection. Such an analysis plan requires specific descriptions of the statistical tests that will be employed and what evidence would constitute support for a hypothesis. Pre-analysis plans supersede basic registration with the intent to vitiate data mining (p-hacking), and/or push researchers to justify why they deviate from the plan. Some argue that pre-analysis plans enhance the credibility of research (Humphreys et al. 2013, Nosek et al. 2018).

The planning documents discussed above envelope a pre-analysis plan, and serves a crucial function by forcing the experimentalist to visualize the data before collecting it. This can prevent a design error where the data collected do not allow for the testing of the hypotheses. For example, in the two-step communication flow experiment, so many decisions had to be made concerning the treatment conditions that it may have been easy to forget which condition comparisons constitute the key test. In that case, the main comparison is between those who watch the news and do not discuss it against those who do not watch but discuss it (i.e., do the conversations in essence “stand in” for the watching?). The pure control group (where individuals neither watch nor discuss) is not central. A pre-analysis plan ensured attention to identifying the appropriate analyses and the need for particular experimental conditions. Echoing Chapter 2 it forces experimentalists to carefully assess the relevant counterfactuals being tested, practical points, as is the reality that some scholars may be unaware that a given journal requires pre-registration but that could be addressed by allowing scholars to pre-register upon submission.
collect the appropriate data and have a plan on what they will do with the data upon receiving it (also see Humphreys et al. 2013: 10)

That said, developing a pre-analysis plan and even formally registering should not hamstring discovery. This can occur when scholars insist on a hierarchical distinction between confirmatory/predictive and exploratory/postdictive hypotheses where the former appear in the pre-analysis plan and the latter do not (Nosek et al. 2015: 1423). While not always explicit, it seems that many voices in the field value *a priori* hypotheses over exploratory ones. This preference follows for three reasons. First, a confirmatory hypothesis appears to be further along in the scientific process – it means a question has been asked, a theory developed, a hypothesis generated, and data collected. In contrast, exploratory work could be construed as more “theory generation,” and thus earlier along in the progress of science. Second, some construe exploratory findings as requiring subsequent research (Nosek et al. 2018: 2604-2605), with more experiments/data collection needed before publication. Third, exploratory findings that are not pre-registered could be viewed as post hoc and any explanations to explain them construed as rationalizations with less credibility (Nosek et al. 2018: 2600-2601). The concern is that analysis not specified in advance could be inauthentic, with authors engaging in either questionable research practices, “p-hacking,” or “fishing” to find significant results (Simmons et al. 2011, 156)

---

156 It is explicit in the aforementioned TOP guidelines that state the ideal journal “requires pre-registration of studies with analysis plans and provides link and badge in article to meeting requirements” (Nosek et al. 2015: 1424). It is worth noting that what constitutes confirmatory as opposed to exploratory hypotheses is not always clear (Devezer et al. 2020).
Humphreys et al. 2013). These behaviors refer to the inappropriate analysis and re-analysis of data in order to find statistically significant results (e.g., excluding relevant conditions, outcome measures, or data points until significant results are found) (see Franco et al. 2015, 2016, Zigerell 2017).

These are reasonable concerns that formal pre-analysis plans address by forcing researchers to make non-registered choices explicit, since hypotheses would be clearly delineated as confirmatory or exploratory (Coffman and Niederle 2015: 82). Yet, in assessing the value of pre-analysis plans, one must draw a distinction between the research process and the publication process. As explained, it constitutes a vital part of the research process but its role in the publication process comes with pros (e.g., addressing p-hacking) and cons. The cons occur if authors, reviewers, and editors strongly, and sometimes blindly, privilege confirmatory over exploratory results even with the just discussed arguments for why one may do so (e.g., Olken 2015, Christensen and Miguel 2018: 958-959).

---

157 Similar terms include data snooping and data butchery.

158 A related concept is the “garden of forking paths” (Gelman and Loken 2014) where researchers, often unconsciously, make particular analytic decisions that lead to an outcome that may not sustain if other reasonable decisions had been made (and could have been made to ensure robustness).

159 Another institution makes this norm explicit by instituting results-blind review where journals conditionally accept articles prior to data collection or without disclosure of the data collection, based on the theory and design along with the pre-analysis plan. The journal publishes the article, assuming the author(s) follows the data collection plan, regardless of the statistical
To see why, consider three downsides of strict adherence to pre-analysis plans in the publication process. First, even when hypotheses are innovative and high-quality, inattention to careful data collection can lead to null results. Over-emphasis on pre-analysis plans shifts the basis of publication decisions toward the existence of *a priori* hypotheses and away from using statistical significance. If science operated ideally and research quality did not vary, this change would be an obvious improvement. Alas, as has hopefully been made clear in the prior chapters, conducting an experiment and collecting quality data involve difficult processes. A sampling of considerations includes ensuring meeting the assumptions for causal inference (e.g., excludability, SUTVA), the use of validated treatments (e.g., via manipulation checks), high levels of experimental realism, accurate and valid outcome measures, sufficient subsample sizes if moderators are to be tested, etc. Many of these considerations concern issues *during data significance* of the results (e.g., Nyhan 2015, Findley et al. 2016). The *Journal of Experimental Political Science* offers this option. They have an initial review stage prior to the presentation of results. Then at the second review stage, the article is accepted if: 1) the research question and rationale for hypotheses did not change; 2) the experimental procedures were followed closely and any departures are noted and justified; 3) unregistered post hoc analyses are clearly labeled, justified, methodologically sound, and informative; and 4) conclusions are justified by the data (including considerations of data quality).

Devezer et al. (2020) also point out that nothing prevents a pre-analysis plan from including problematic statistical procedures while giving a “veneer of rigor” (14).
Even the most clever and well-developed hypothesis does nothing to ensure the proper implementation of a quality experimental data collection. In contrast, the existence of a statistically significant result often indicates not only a strong theory or intuitive expectations but also sufficient statistical power, well-designed treatments and outcome variables, and carefully executed data collection (Malhotra 2021) (e.g., it is difficult to obtain significance in light of all the errors that could occur during data collection). This is not to dismiss the concern of data drudging/p-hacking that sometimes leads to statistical significance. Instead, the point is that, in the extreme, if one puts emphasis on pre-analysis plans, the result could be the publication of a lot of null results due to poor theory, designs, and/or implementation.

The answer of which publication decision criterion is preferable depends on how one defines quality. For example, Nosek et al. (2018: 2602) focus on reproducibility, whereas others might focus on the aforementioned criteria (i.e., that define quality data collection such as experimental realism, valid measures, piloted stimuli, etc.). Determining the best approach

161 Another institution is a standard operating procedure: a statement from a lab of default practices for handling certain types of issues, such as how to handle attrition, how to define noncompliance, and whether to exclude subjects who state that they discerned the purpose of the experiment (Lin and Green 2016). This practice could, in theory, address some of these concerns if it is faithfully followed but it is not clear it can cover all the issues that could arise.

162 That said, there are aspects of experiments that could enhance the likelihood of statistical significance, particularly demand effects. I suspect though that these are dwarfed by the various elements that make it difficult to achieve significance; moreover, the extent of demand effects remains unclear in many areas (e.g. Mummolo and Peterson 2019).
requires an empirical assessment which, to date, has not been conducted (Nosek et al. 2018: 2602). Related to this, Coffman and Niederle (2015: 84-88) suggest the benefits of pre-analysis plans in terms of limiting false positives (e.g., due to p-hacking) accrue much more in research domains where there will only be a single test of a hypothesis (e.g., an expensive, resource intensive field experiment). In such cases, there are not follow-up studies that could correct for false-positives or positive results from data drudging. These types of studies also tend to be ones that have policy goals and as such benefit from a careful consideration of the aforementioned scalability issues in the process of thinking about the analyses. In contrast, in research areas where we might expect several experimental tests that can identify the strongest theory, then protection against false positives or data drudging may be less crucial. Hence pre-analysis plans should perhaps receive less weight than statistical significance. In short, the extent of the advantage of pre-analysis plans in terms of the aggregate scientific record depends on the area of research.¹⁶³

¹⁶³ Further, the extent of p-hacking appears to vary across disciplines (Coffman and Niederle 2015: 83-84) and method (Brodeur et al. 2020). Thus, the usefulness of pre-analysis plans as a way to limit p-hacking may be contingent on discipline (e.g., it appears to occur much more often in psychology than economics) and method (e.g., it appears to be less common with random assignment experiments). Indeed, for particular types of experiments, p-hacking may be extremely unlikely due to sheer expensive. Consider a survey experiment on a probability sample with of 2,000 and 12 items (i.e., treatments and measures) costs roughly $18,000 (https://tessexperiments.org/html/limits.html). And 12 items does not provide a lot of leeway for data drudging. Finally, there is nothing inherently problematic about publishing null results sans
A second downside with strict adherence to pre-analysis is it ostensibly assumes that any exploratory data analyses reflect post-hoc theorizing, therefore requiring further data collection. Yet, the social sciences include many approaches and theoretical frameworks, some of which may not have been considered prior to data collection. For example, Druckman and Shafranek (2020) present an audit experiment where they sent requests to undergraduate admissions offices to explore biases in responsiveness. They varied the race of the sender (i.e., African-American/White) as well as political referents in the requests (i.e., references to a civic organization, a political organization, the Young Democrats, or the Young Republicans). The authors had designed the study to assess the independent effects of racial and political bias. They find that discrimination occurs only towards African-Americans who mention politics in any way; that is, an intersectional bias, not something the authors had previously considered (i.e., they had planned to look at racial and political bias independently). The intersectional finding, though, coheres with the theory of racial threat, where members of a majority group act aversely to minorities who may threaten their political, economic, or cultural standing (e.g., Blalock 1967, Craig et al. 2018). That is, the authors’ results connect with a theory that they had not initially considered. After the fact, it seems problematic if the publication process were to penalize the authors given the existence of a clear theoretical explanation that they had previously failed to address publication bias by altering norms around publishing null results without requiring a pre-analysis plan for publication.
recognize. One might respond by claiming the process can adapt to such situations (e.g., Humphreys et al. 2013: 10-13, 18), but that would introduce a large gray area with no clear guidelines on evaluating what constitutes more “acceptable” exploratory theorizing. In short, the complexity of social science – accounting for context and time – has resulted in disciplines with multiple approaches and theories. It is not clear that identifying applicable theories after data collection should, in turn, require the collection of more data (which, as mentioned, is a common refrain on exploratory findings). Well-grounded theorizing can take place following data collection. Coffman and Niederle (2015: 88) make a similar argument and point out that we

164 In the paper itself, the authors clarify that this was an exploratory hypothesis but attempt to argue it stands on a strong theoretical basis. How such an approach generally works in the publication process is unclear.

165 Nosek et al. (2018) address the reality that data collections do not always go as planned, and suggest solutions including being transparent about deviations, having sequential pre-registrations, or pre-registering a decision tree depending on steps in data analyses. The Journal of Experimental Political Science addresses deviations by noting that at step 2 in the review process, reviewers will assess if the conclusions are justified, which includes considerations of data quality. These are reasonable points but also lead to at least two possible problems. First, if the motivation for these institutions is to prevent researchers from engaging in problematic behaviors, what would prevent them from doing so in reporting data quality issues (e.g., not exploring SUTVA violations, engagement on the part of subjects, or all manipulation checks)? Second, a null result may stem from problems in implementation that the researcher does not recognize (or does not want to recognize). For instance, as mentioned earlier, I was in the midst
can rely on the review process and robustness tests to evaluate the extent of p-hacking rather than “handcuffing” the researcher, or prioritizing research based on it being “confirmatory” or “exploratory” (also see Laitin 2013). Scholars should distinguish p-hacking from post-hoc / exploratory theorizing with the former being a questionable research practice and latter, as explained, being a part of the research process in fields with many theories (Devezer et al. 2020).166

________________________
of conducting an experiment on nuclear energy attitudes when the Fukushima Daiichi nuclear disaster occurred. This event invalidated the entire experiment as would have been obvious at the time. However, less dramatic events in the world – or the experimental context – can undermine quality and thus null results may stem from contextual changes or poor implementation rather than reflecting quality null results. Pre-analysis plans also do not directly address a host of other questionable research practices, such as running multiple experiments and only reporting one with the predicted results, or collecting more data than planned but only including a subset (Malhotra 2021).

166 In a review of survey experiments, Sniderman (2018: 274) makes a similar point while expressing concern about pre-commitment to hypotheses: “What has become controversial is the persistence of uncertainty after presentation of results. The fashion now is to conceive of hypothesis testing as a one-off – a decisive demonstration that a claim is or is not valid. Perhaps this is useful. But a different conception of research underpins this review: learning as you go, each advance pointing to a possible new advance. If one can see ahead, one can rarely see far ahead. It is learning what you had not known that allows you to learn (something of) what you still do not know. The research process is a process – a progression of trials.”
The point at which theorizing occurs connects to Roth’s (1995) goals of experiments: as discussed in Chapter 2, searching facts, speaking to theorists, whispering in the ears of princes. Pre-analysis plans in the publication process may work best in testing well-developed theory or when assessing a policy intervention (especially when it is expensive to implement, as noted). Yet, much – and in some areas the clear majority – of social science experimentation involves searching for facts. In other words, data can help researchers formulate specific relationships beyond their prior intuitions and expectations. For example, Miller and Krosnick’s (2000) classic article on political media effects speculated that effects “may be apparent only among the relatively unusual group of citizens who are both highly knowledgeable and highly trusting of the media” (304; emphasis added). This statement represents an important finding from an incredibly influential experiment, but it is not clear that the authors expected to find this relationship. Had they presented the result as exploratory, it could have hampered the study’s publication and influence.

As a third downside of strict adherence to pre-analysis plans, the process may stunt innovation since scholars become incentivized to only test well-developed hypotheses. Pre-analysis plans aim to generate greater reproducibility (Nosek et al. 2015: 1423, Nosek et al. 2018: 2602), but reproducibility does not always stimulate innovation (Coffman and Nierdele 2015: 89). Relatedly, scholars may be less inclined to add downstream outcome measures to their experiments – that is, measures that may not be the subject of the main hypotheses but rather concern second-order consequences (Sondheimer 2011). For instance, Druckman et al. (2012) show that framing universal healthcare in terms of lessening inequality or raising costs not only alters healthcare opinions but also leads to changes in opinions about immigration and taxes; the healthcare frames change the way individuals think about these other issues (c.f., Hopkins and
Mummolo 2017). The concern is that scholars may limit the number of these types of post-treatment measures for fear of being accused of data mining. Alternatively, scholars may not even fully exploit the data they collect, restricting themselves to the pre-analysis plan, thereby missing potentially important dynamics that could constitute crucial innovations (Anderson 2013, Gelman 2013). In fact, it could even preclude the use of alternative statistical analyses of the same hypothesis that are essential to ensure robustness, an essential aspect of Popper’s idea of consistently testing relationships in various ways.\textsuperscript{167}

In sum, pre-registration of an experiment prior to collecting data constitutes a public good that can address publication biases, as these biases generate misleading depictions of accumulated knowledge. The inclusion of a detailed pre-analysis plan also serves a central purpose for the researcher, ensuring that the experiment will produce the data that he/she needs to test the key hypotheses. It may be that certain journals also requires pre-registration and/or pre-analysis plans and, thus, researchers should stay abreast of such developments prior to data collection. In some cases, such as an experiment testing a clear theory or an expensive one-shot experiment, the pros of adherence to a pre-analysis plan may outweigh the cons.

\textsuperscript{167} In my own experience, I once reported the results of an experiment using an aggregated outcome measured that took the average of three items. As this was pre-registered, the reviewers found it fine but one suggested I move analyses of each separate individual item – the results of which suggested less robust relationships – to an appendix since it was not in the pre-analysis plan. This is reasonable (in the context of the paper) but the concern is pushing too far in this direction could lead to review processes that allow for rather than prevent more robust analyses.
Yet, in many cases, researchers, reviewers, and editors may do more harm than good by strictly following pre-analysis plans. They need to be conscious that doing so replaces one common criteria for publication (statistical significance) for another (clear a priori hypotheses). Whether reliance on a priori hypotheses as a criterion undermines research quality and innovation remains unclear. At the very least, when deciding whether to fully endorse these publishing institutions, one should recognize the potential downsides (e.g., publishing poorly implemented experiments, precluding the identification of relevant theories after data collection and analysis, and undermining innovation) against the possible upsides (e.g., vitiating bias against high quality null results, possibly reducing p-hacking).\textsuperscript{168} To be clear, those who advocate for widespread and strict use of pre-analysis plans in the publication process do so with good intention. Yet, such an approach should be done with extreme caution, if at all, due to the complexity of the social sciences. The reality is that most fields consist of a multitude of theories, and that the data often clarify what theories apply.\textsuperscript{169}

\textsuperscript{168} It may be that statistical significance correlates with higher quality implementation, while pre-analysis correlates with less p-hacking (although this is speculative). Which should be privileged depends on one’s perspective. Further, empirically, it remains unclear just how problematic the publication bias problem is (due to few meta-analyses) and how often inauthentic p-hacking occurs among experimentalists.

\textsuperscript{169} Some may say that adherence to a strict pre-analysis plan can adapt to these issues as long as researchers explicitly explain themselves; however, as noted, this introduces a large gray area and the fear is scholars end up relying on the easy heuristic of whether the pre-analysis plan was strictly followed (and hence the issues I have raised).
Summary

Experiments play a role in the scientific process; and, in many ways, not the most essential role. One should always connect experiments to the reasoning that led one to use the method in the first place. This entails documenting the rationale for the approach and then every decision along the way. By so doing, one contributes to transparency and the construction of a research program where experiments build upon each another. This is a tedious but necessary part of doing experiments. The process itself makes it easy to then pre-register and submit a pre-analysis plan in a public registry. These issues – transparency, pre-registration plans, and pre-analysis plans – echo the institutional reforms put forth by the open science movement. These initiatives, if followed to the letter, have the potential to fundamentally alter how experiments are conducted, presented, and disseminated. Many of the initiatives seem enticing on their face, but there are also multiple considerations and potential downsides.170

Before summarizing the argument from the previous section, I make two additional points. First, I have advocated for documentation as a way to improve the care put into experiments and the insights coming out of them. The open science motivations are broader, hoping to improve the practice of science writ large. Whether it does so remains an open question. Christensen and Miguel (2018: 970) explain, there “is also the question about the impact that the adoption of these new practices will ultimately have on the reliability of empirical research. Will the use of study registries, PAPs [pre-analysis plans], disclosure

170 A tangentially related point is that open science practices present a social dilemma since they are individually costly but (advocates say) they would benefit the collectivity (see Kraft-Todd and Rand n.d.).
statements, and open data and materials lead to improved research quality in a way that can be credibly measured and assessed? To this point, the presumption among advocates… is that these changes will indeed lead to improvements, but rigorous evidence on these effects… will be important in determining which practices are in fact most effective." As mentioned, open science initiatives strongly endorse the use of formal pre-analysis plans based on the belief that it generates better science, but ultimately it remains unclear that the practice in fact does so.

This leads to my second point: whether one fully endorses some of the reforms depends on how one evaluates research quality. One metric that receives considerable attention is replicability, the topic to which I next turn. As I will discuss, whether replicability should be a central metric remains unclear. The following summarizes the main points of the above section.

(1) Experimentalists benefit from documenting every design decision in detail, reviewing the rationale and the implications. They also should develop a plan for how the data will be analyzed.

   a. This ensures a long-standing record, facilitates writing a paper later, and helps to satisfy transparency and publication expectations such as providing access to stimuli and outcome measures.

   b. This type of record is important for future work that may expand on a given design.

   c. A data analysis plan pushes the researcher to confirm that data collected will provide a suitable test of the hypotheses of interest.

---

171 Disclosure statements refer to reporting standards as well as funding and conflict of interest statements.
(2) Pre-registration refers to authors, prior to data collection, formally registering their study in an independent registry. In the aggregate, pre-registration of studies on a given topic serve as an antidote to the file drawer publication bias problem where statistically significant results are, all else constant, favored in the publication process.

(3) Formal pre-analysis plans refer to a part of a pre-registration that details the exact plan for data analysis. Many draw a distinction between confirmatory hypotheses that are part of a pre-analysis plan and exploratory hypotheses that are not.

a. Advocates argue that following pre-analysis plans help minimize the inappropriate analysis of data and thus puts scientific discovery on firmer footing.

b. Yet, many downsides should give one pause when it comes to strict adherence to a formal pre-analysis plan: it privileges *a priori* theory as a basis for publication over statistical significance (which may correlate with quality given the number of mistakes one can make in an experiment that would prevent finding significant results), ignores that many theories exist including theories an experimentalist may not have initially considered, and constrains innovation and the study of downstream consequences.

c. Pre-analysis plans when testing clear and well-developed theory and/or practical interventions that involve large investments are sensible. In the latter case, the expense of the study may preclude further work that can build on unexpected findings. In other situations, however, the downsides of strict pre-analysis plans may outweigh their benefits.

**Doing It Again?: Replication**
Once one finishes an experiment, the next step is to analyze the data and, typically, to write a paper. The documentation process just discussed provides the author with part of the paper in advance; otherwise, it often helps to emulate the writing from papers that the experimentalist admires (also see Gerber and Green 2012: 424-446). Beyond writing, another issue that invariably arises is whether to “replicate” the study. Even more, some suggest research agendas focused on the replication of a prior experiment or experiments (e.g., OSC 2015: 943, aac4716-1, Nosek et al. 2018: 2602; c.f., Devezer et al. 2020). Most would agree that replication plays a meaningful role in science by “correcting” extant findings that do not hold or by tempering over-generalizations (e.g., Nosek et al. 2015: 1423). That said, in thinking about

---

172 In recent years, few issues have garnered as much attention as replication. Many believe that social science finds itself in a midst of a replication crisis (e.g., Nature 2014, Finkel et al. 2015, Baker 2016, Smaldino and McElreath 2016, Motyl et al. 2017, National Academies of Sciences, Engineering, and Medicine 2019). This stems partially from the widely discussed Open Science Collaboration’s (2015) project that involved more than 250 scholars attempting to replicate 100 experiments in three highly ranked psychology journals (from 2008). They (2015: 943) report that “39% of effects were subjectively rated to have replicated the original result” (also see Doyen et. al. 2012, Lynott et al. 2014, Hagger et al. 2016, Wagenmakers et al. 2016). That said, other replication efforts have been more successful (e.g., Klein et al. 2014, Mullinix et al. 2015, Camerer et al. 2016, Camerer et al. 2018, Coppock et al. 2018, Stark et al. 2018, Yeager et al. 2019, Ruggeri et al. 2020). The extent of the crisis is thus debatable (see Fanelli 2018: 2628), and, for the reasons I next discuss, interpreting the results of any failed replication is tricky. Finally, one rarely discussed point is that an individual replication study can only serve as a
whether replication should be a part of a research agenda – either as a starting point or as a follow-up – one must consider what replications entail exactly, how they should be interpreted, why they can be ambiguous, and the opportunity cost of investing in replications.

Defining Replication

The first question concerns how to define replication. Freese and Peterson (2017) offer a useful approach by differentiating “new” studies along two dimensions: (1) are the data new? (yes or no), and (2) is the analysis the same as in the original study? (yes or no). They characterize the old-data/same analysis cell as being “verifiability,” since in essence one seeks to verify what was done (i.e., re-run the same analysis on the same data). The old-data/different analysis cell refers to “robustness,” as that means checking that the same results hold (e.g., using a different but still appropriate statistical/analytical technique). Freese and Peterson call the new data/similar analysis category “repeatability,” since, for many, the expectation is that when one collects data with a new sample using a similar design/procedure/analysis the results should repeat. The final cell involves “generalization” – when a researcher collects new data using distinct methods or in different settings. Table 5-2 provides a summary of this framework.

Table 5-2: Freese and Peterson’s (2017) Forms of “Replication”

<table>
<thead>
<tr>
<th>Old Data</th>
<th>Similar Analysis</th>
<th>Different Analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Verifiability</td>
<td>Robustness</td>
</tr>
<tr>
<td>New Data</td>
<td>Repeatability (aka Replication)</td>
<td>Generalization</td>
</tr>
</tbody>
</table>

“correction” to the extent that its finding enter the literature (often the published literature) and there may be publication biases unique to replication studies (see Berinsky et al. 2020).
I focus here, following many recent discussions, on Freese and Peterson’s “repeatability.” Should an experimentalist devote time to repeating an experiment? Many refer to “repeatability” as “replication,” as will I (e.g., Bollen et al. 2015, National Academies of Sciences, Engineering, and Medicine 2019).\(^{173}\)

In thinking about replication, recall that experiments use or exploit an intervention to address the Fundamental Problem of Causal Inference. That problem, as explained in Chapter 2, involves comparing \(\text{Outcome(treatment, unit)} \text{ versus Outcome(control, unit)}\), or determining the difference, \(D_O\), between: \((\text{Outcome(treatment, unit)} - \text{Outcome(control, unit)})_O\). Is there a significant \(D_O\)? The “O” subscript indicates an original data collection. One cannot perfectly compute \(D_O\), and thus, experimentalists address the problem by employing a design using the statistical (random assignment) or scientific (control) approach. This includes all of the underlying assumptions discussed in Chapter 2, as well as dealing with the potential problems that could arise in conducting of an experiment. Put another way, one must meet the relevant assumptions required for strong causal inference.

Replication, in essence, involves addressing the same Fundamental Problem of Causal Inference but doing it another time with a new data source. Here “R” refers to replication and the goal is to estimate: \(D_R = (\text{Outcome(treatment, unit)} - \text{Outcome(control, unit)})_R\). For many, replication succeeds if \(D_O \approx D_R\) (i.e., if the process is replicated, the outcome should replicate as

\(^{173}\) The term “reproducibility” is often synonymous with Freese and Peterson’s “verifiability” (National Academies of Sciences, Engineering, and Medicine 2019).
Consequently, there exists a compounded problem of causal inference since it entails addressing the problem twice, thereby making and hopefully ensuring the satisfaction of the underlying assumptions of the design. However, it becomes even more difficult since the original experimental result also is a function of the elements of external validity – the sample (S), the treatment (T), the outcome measure (M), and the context (C). \( O \) is a \( f(S, T, O, C)_O \). \( R \) also is a function of its sample, treatment, measure, and context – \( R \) is a \( f(S, T, O, C)_R \). For a replication to be “successful,” then, one not only has to address the Fundamental Problem of Causal Inference twice, but also assume/ensure fairly invariant samples, treatments, outcome measures, and contexts, or at least ones that do not moderate the experimental effect. That is, \( f(S, T, O, C)_O \approx f(S, T, O, C)_R \). Clearly, these are difficult conditions to meet, and often very challenging even to assess. I refer to this as the fundamental problem of replication: addressing the Fundamental Problem of Causal Inference twice and addressing approximate invariance across the original and replication studies in samples, treatments, measures, and contexts.\(^{175}\) Experimentalists considering replication must assess not only (the statistical or scientific) solutions to the Fundamental Problem of Causal Inference but also systematically the dimensions of external validity. Failure to do so could result in a very misleading set of results. If one pursues a follow-

\(^{174}\) Or put another way, this compares: \((\text{Outcome}(\text{treatment, unit}) - \text{Outcome}(\text{control, unit}))_O\) versus \((\text{Outcome}(\text{treatment, unit}) - \text{Outcome}(\text{control, unit}))_R\), with the expectation that a successful replication will mean the near equivalence of the functions being compared.

\(^{175}\) Brandt et al. (2014) provide a useful guide to replication, revealing the large number of considerations in play.
up data collection, then one must think through the elements of the fundamental problem of replication.

**Interpreting Replications**

How does one assess if something replicated \((D_O \approx D_R)\) (e.g., National Academies of Sciences, Engineering, and Medicine 2019)? There exist a host of distinct metrics scholars use to assess whether a single or multiple replication attempts repeat prior work, and it remains unclear how to identify the most relevant metric (Camerer et al. 2016: 1434).\(^{176}\) An even more

\(^{176}\) Examples include replication/reproducibility rates, which are the proportion of studies that produce significant effects in the same direction (e.g., Mullinix et al. 2015, OSC 2015, Camerer et al. 2016, Camerer et al. 2018, Coppock et al. 2018), prediction intervals where one can estimate, say, the 95% prediction interval for the original estimate and test how many replications fall in that interval (or alternatively, confidence intervals) (e.g., Cumming 2008, OSC 2015, Patil et al. 2016, Camerer et al. 2016, Camerer et al. 2018), peer beliefs about replication such as prediction markets (e.g., Dreber et al. 2015, OSC 2015, Camerer et al. 2016, Camerer et al. 2018), effect size differences between original and replication studies (e.g., OSC 2015, Camerer et al. 2016), meta-analytic approaches (e.g., OSC 2015, Camerer et al. 2016, Camerer et al. 2018), the small telescopes approach that estimates whether a replication effect size is significantly smaller than a “small effect” in the original study with a one-sided test at the 5% level (e.g., Simonsohn 2015, Camerer et al. 2018), a Bayesian approach that assigns a probability to a truth claim and then views replications as way to increase evidence for or against the original claim (e.g., Goodman et al. 2016), and the positive predicted value, which is the proportion of positive results in statistics (e.g., Goodman and Greenland 2007).
perplexing methodological issue concerns the presumed null hypothesis with a replication. The question then typically is whether we should reject the null hypothesis, which would suggest a failed replication. This approach means documenting replication entails accepting a null hypothesis (Hedges 2019). As explained in Chapter 2, experimental analyses generally aim to reject a null of no difference (e.g., treatment mean = control mean), with the goal to offer evidence of a causal effect. That is, one wants to ultimately reject, not accept the null hypothesis. Recognizing this contrary logic between experimental tests and replication approaches, Hedges and Schauer (2019: 11-12) suggest that “if the goal of conducting a replication is to determine that study results are similar, then this [i.e., $H_0: D_O = D_R$] is the wrong inferential structure. Instead, the burden of proof should be on replication, rather than non-replication. In this setup, the null hypothesis is that the studies failed to replicate… and rejecting the null hypothesis would mean that we conclude that the studies replicate.” We would be looking to see if we can reject the null that $D_O \neq D_R$. This changes the way to think about replication as it requires conclusive evidence of replication rather than evidence of non-replication (to reject the null). It shifts the burden of proof to replication (also see Hedges 2019). Replication efforts, with this logic, should not assume that the original $H_0$ (from the study being replicated) has been irrevocably rejected.

This highlights why many tests are needed to determine whether a causal proposition has or has not withstood falsification. Practically, this means a research agenda focused on

---

177 Hedges (2019) and Hedges and Schauer (2019) further explain that due to statistical uncertainty in the original and replication studies, it is often impossible to adequately assess the success of a replication with a single replication attempt.
replication should consider a distinct inferential structure. If instead one pursues replication to assess if a theoretical proposition holds in multiple tests – that is, to conduct follow-up tests after an initial experiment – one should discuss the follow-up (replication) results in terms of finding or not finding evidence consistent with the initial hypothesis, rather than in terms of “replication.” This highlights the problem of comparing effect sizes between an original study and a replication since particular effect sizes likely vary due to unidentified sources. This segues into my next point which concerns the ambiguity of replications.

The Ambiguity of Replication

The fundamental problem of replication is inherently difficult (also see Wong and Steiner 2018). On the external validity dimensions, using identical treatments and outcome measures does not ensure the replication of the context (or timing). Moreover, even a similarly drawn sample from the same population can introduce uncertainty as many sample pools evolve over time due to a changing world (see, e.g., Arechar and Rand 2020, Aronow et al. 2020). When one ostensibly fails to find results consistent with a prior experiment (i.e., $D_O \neq D_R$ in the typical treatment), it provides an opportunity for learning a la my above discussion of “kaput.”

A failure to find the same results again could stem from an inability to satisfy internal validity assumptions in addressing the Fundamental Problem of Causal Inference (e.g., low experimental realism). Or it, may reflect external validity issues such that generalization may be

---

178 Peyton et al. (2020) explore this issue with regard to respondent attention levels and suggest approaches to correct for shifting levels of attention (to address what they refer to as temporal validity).
constrained to particular conditions.\textsuperscript{179} In political science – a discipline focused on context and time (e.g., Druckman and Lupia 2006) – a vast number of findings undoubtedly apply only to particular contexts and times. The same surely holds in other fields where social and economic settings alter behaviors. Indeed, as discussed in Chapter 3, studies independently deemed less sensitive to contextual considerations (e.g., time, rural/urban) were more likely to replicate in a massive replication effort of 100 experiments (Van Bavel et al. 2016a).

To take this argument a step further, consider replication from a Popperian perspective. One attempts to test a hypothesis that already has evidence in its favor. However, if the replication does not produce consistent results then one either abandons the theory, or, assuming no methodological errors, amends the theory based on its conditionality (on replication and theory development, see Klein 2014).\textsuperscript{180} This process then can lead to a more focused test to try to directly isolate conditions/moderators. Put another way, it often is difficult to know if an attempted replication constitutes a replication study or a generalization study, due to the challenge of discerning what qualifies as “different settings” (Bollen et al. 2015: 7). Freese and Peterson (2017: 158) acknowledge this slippery slope in pointing out that “what empirical work tests is not so much propositions as such but ideas about the scope in which the propositions apply… The chronic ambiguity of generalizability is whether explanations revised to

\textsuperscript{179} Another possibility, when replicating other’s work, is it stems from questionable research practices in the original experiment. This explanation seems to be a common implicit presumption in the aforementioned replication crisis narrative, yet there is little evidence along these lines (see Fanelli 2018: 2628).

\textsuperscript{180} Realistically, one should not rely on a single replication (Cook and Campbell 1979: 31).
accommodate new results constitute a legitimate advance or are simply ad hoc explanations…”

This strikes me as the vital question with any experiment that aims to repeat what had previously been done. In fact, in some cases it would be odd for an experiment implemented at a later time to find a result consistent with prior studies, such as studies on topics where societal attitudes (e.g., gender, race) have clearly changed over time (e.g., Burden et al. 2017, Valenzuela and Reny 2021, Krupnikov et al. n.d.). Devezer et al. (2020) make the point that replication need not and perhaps should not be seen as cornerstone of science, as it depends on the field/area of study. Among other dynamics, context and time dependency means that “science does – rather often, in fact – make claims about non-reproducible phenomena and deems such claims to be true in spite of the non-reproducibility. In these instances what scientists do is to define and implement appropriate criteria for assessing the rigor and the validity of the results…without making a reference to replication or reproduction of an experimental result” (Devezer et al. 2020: 2-3).

Given the fundamental problem of replication, it seems in many, if not, most cases, it would be most productive for researchers to treat inconsistent results as a generalization issue. The challenge, then, for the researcher is to identify the scope conditions (also see Redish et al. 2018: 5043). 181 In short, I recommend a forward-looking view of “replication” – if one finds
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181 In particular, there needs to be considerably more attention to theorizing about context. This point is unfortunately often missed. Take, for instance, this statement about replications: “studies differ at minimum in their method factors… [including] seemingly minor factors such as the social context, the subject pool, and the time of day” (McShane et al. 2019: 99). Social context, samples, and timing are far from “minor factors.” Similarly, I had an experience of being part of a large scale replication project where my task was to replicate an experiment that looked at the
inconsistent results, they might consider it an opportunity to build in a new direction rather than a time to look back dismissively at prior experiments (Anderson et al. 2016).

I am far from the first to point out the challenges and ambiguity of replication. Most notably, Collins (1985, 2016) accentuates the interpretative nature of experiments and replications in the sciences. In essence, every time an experiment is done again, it involves new explanatory factors – even if unmeasured – due to unavoidable changes between experiments (e.g., in timing, context, sample). One should think about such changes rather than assuming invariance. The end goal should be to accumulate knowledge on a given topic. Testing a proposition with repeated experiments and/or expanding on prior designs is a route to knowledge, but only when experimentalists carefully consider potential differences and use inconsistent results (e.g., kaput) as a way to generate new work.

One example of carefully considering differences comes from Westwood et al. (2019). In prior work, Lelkes and Westwood (2017) revealed limits to the extent partisans discriminate against each another in the United States (e.g., they do not endorse direct harm to their political role of opinions about government services (e.g., education, health care) on candidate choice in the U.S. (between a clear versus ambiguous candidate). The original data were collected in 2007 whereas the replication took place in 2020. Much time and expense were put into ensuring the same stimuli and type of sample were used in the replication, but at no point in the process was there discussion about the changed context which included the 2020 data being collected in the midst of a global pandemic and a contentious presidential campaign. It is possible that changed context would not affect the relationship under study but it certainly should have been carefully considered.
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opponents). Those data came from 2014 and the authors realized that the partisan context had substantially changed by 2017, with the election of President Trump. They re-ran the experiment in 2017, speculating but not finding an increase in prejudice. Here the authors sought to assess contextual change and replicated as a way to test for the effects (although they find scant evidence of change). Busby and Druckman (2018) do the same thing in their replication study of how irrelevant effects can impact political opinion, replicating their prior experiment from a distinct context. Both these examples highlight the usefulness of what Janz and Freese (n.d.) call replicating yourself.

Another example is Stark et al. (2018), who replicate survey question order effects across contexts; they show, for example, that priming evenhandedness via question order occurs more strongly in countries with more individualistic as opposed to collectivistic cultures (priming is not needed in collectivist cultures). They conclude that the norm of evenhandedness does not depend on individual attributes as much as the variations in culture. Here the contextual effects were theorized in advance and replications tested them. These examples reveal that it can be beneficial to think about context before conducting a replication.

Practically, experimentalists should neither assume a prior result will replicate nor launch a research agenda for the sole purpose of replication. Rather, use prior designs and systematically extend them to explore new explanatory factors, particularly those related to context, and seek to generalize results.

**Opportunity Costs to Replication**

I just argued that a replication ultimately should be done in the service of testing an extant theory, empirical relationship, or policy intervention. This understanding appears often lost on those doing replications and creates a bit of a dilemma. On the one hand, a good
replication tries to emulate all that was done in the original study. On the other hand, a good experiment uses the most valid constructs, etc. For me, the latter goal should take precedence. If that means the replication becomes less of a match to the prior study, the tradeoff is acceptable if it makes for a stronger test of the proposition under study. The ultimate end goal is not replication but assessing the causal relationship under consideration so as to inform a theory (Stroebe and Strack 2014, Nosek and Errington 2019). If a replication fails, a Popperian perspective should lead a researcher to ask what to do with the underlying theory, not what it means for the “rate of replication” per se. As Smaldino (2019: 9) states, “we don’t just want science to be reproducibility. We want it to help us to make better sense of the world…. we need good theory.”

The implication is that a research agenda that replicates with the focus on mechanically repeating what was done in the past comes with an opportunity cost of doing something that can more directly advance theory. At times, doing the same exact thing makes sense, to be sure, but even then experimentalists need to carefully consider the aforementioned inevitable differences over time and context. This also applies to operationalizations – recall the project described in Chapter 3 where different teams of researchers sought to test the same hypotheses from the areas of moral judgment, negotiation, and implicit cognition. In so doing, they opted for different stimuli that, in turn, led to very distinct results (Landy et al. 2020). This project of “conceptual replication” provided crucial insight into the robustness of different theoretical constructs concerning their operationalizations, and would have been missed if the teams instead all strictly
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182 Of course if the aim of a replication is to explicitly assess over-time changes, then one should keep elements the same; see Chapter 2’s discussion of measurement tradeoffs.
replicated one approach. The point is that resources and times are best spent in the service of addressing the questions that motivate our research agendas and not strictly replicating past work for the sake of doing so. This perspective – that replications inherently will vary – questions the worth of programs that purportedly aim to serve as “checks on science” via replication.

That said, this is not meant as an argument against repeating past study designs. As discussed earlier, a fruitful way to design an experiment entails building on past efforts. Given the challenges of creating sound stimuli, valid measures, and useful designs, researchers can benefit from extending designs that have already overcome such challenges. This often involves replicating parts of the design and building in additional conditions/stimuli. For example, recall the Druckman and Nelson (2003) campaign finance framing experiment detailed in prior chapters. Thus far, it has been described as a study that randomly exposed some respondents to a special interests frame (for campaign finance regulation) and others to a free speech frame (again campaign finance regulation). This experiment revealed a framing effect (e.g., the special interests frame led to more support for regulation) which confirms much prior work on the topic in line with the classic Nelson et al. (1997) study. However, Druckman and Nelson (2003) also sought to identify conditions under which framing effects occur, theorizing that they may not when exposure is followed by inter-personal discussions among people with varying opinions. They thus added experimental conditions that included conversations and show that these interactions condition framing effects. In essence, they conceptually replicated canonical framing studies in route to adding to them and identifying generalizability conditions. They sought to generalize and innovate via replication rather than to replicate for replication’s sake. The very factors that make experiments so difficult to conduct and interpret apply even more so to replications. This is why a fruitful strategy is to build on well-established experimental protocols
when designing new studies. Validation and verification have a role to play (Dunning 2016), but achieving those goals need not prevent simultaneous innovation. Time is better spent using replication as a route to novelty, as, in essence that is being done whether the experimentalist knows it or not (i.e., every experiment is a new test under new conditions and thus providing something novel).

**Accumulating Studies to Identify Effect Sizes**

This line of argument leads me back to a point brought up in Chapter 2 about effect sizes. There I suggested that unless a policy goal drives an experimental agenda (see the scalability discussion in Chapter 3), the effect size of a treatment from a given experiment pales in significance to whether one falsified the hypothesis. Here I offer a caveat, arguing that the importance of effect sizes lies in the accumulation of evidence, via pure replications or not. It is through this process that one might isolate an effect size which I acknowledge, even for non-policy oriented experiments, can be a quantity of interest for substantive reasons that do and, as I have argued, should drive the any experimental design. For example, whether the effect is small or large informs debates such as: how much negative advertisement influences voting turnout?; how much does being a minority undermine legislative responsiveness?; and how much does being a female candidate affect electability?.

However, to see why identifying an effect size is best done (or can only be reliably done) via an accumulation of evidence, consider experiments on party cue effects. One could argue the effect size from a given experiment on party cues (e.g., where the experimenter asks respondents about a policy after randomly receiving an endorsement from a party or no endorsement) matters by providing knowledge about the extent to which parties shape opinions. The impact of party endorsements informs what we know about political attitude formation and normative theories of
democratic representation (e.g., Druckman 2014). Yet, studies suggest the effect of party cues on policy opinions range from 3% to 43% of the policy opinion scale (Bullock 2011; also see Bullock 2020). Tappin (2020) explains that such variations reflect huge differences across designs, including the type of baseline policy information provided, the source of the cue (e.g., a party leader, the party in general, etc.), the format of the cue (e.g., varying percentages of partisans support a given policy), whether cues come from one or more parties, distinct outcome measures (e.g., binary versus scaled outcome and in the case of the latter the extremity of the scale endpoints), and more (also see Slothuus 2016). Tappin further points out – and then focuses upon – how party cue experiments differ dramatically in the policy issues used – e.g., there is no sampling from a population of policy issues (Druckman and Leeper 2012a, Clifford et al. 2019; also see Chapter 2 discussion). This astute observation makes clear that inferring and generalizing about a specific effect size from one or a few experiments is challenging, if not misleading due to invariable design differences that one may not even imagine until a mature literature develops.

This is why I have minimized the relevance of effect sizes from single experiments. That said, experimentalists can pursue a few approaches to identify the size of a given treatment. First, naturally occurring data, particularly when an intervention occurs either randomly or in a way where one can be confident about unit homogeneity (see Chapter 2) can offer insight. For instance, Slothuus and Bisgaard (2020) track Danish citizens’ policy opinions when their political parties, without warning, reversed their positions on two salient welfare issues (i.e., satisfying the unit homogeneity assumption). They find partisans changed their opinions in line with their parties by roughly 15 percentage points. Their study provides a naturally occurring baseline of party cue effects against which experiments can compare themselves and isolate
design features to explain deviations from the baseline. Second, insight can be garnered by comparing effect sizes across types of experiments so as to see if there is a consistency in effect sizes (e.g., fields versus laboratory; Coppock and Green 2015). Strong correspondence leads to confidence in the size of a treatment.

Third, the ideal approach entails aggregating multiple experiments – including if not especially replications – since doing so envelopes unknowable dimensions that vary across experiments (e.g., timing, context, sample, etc.). This ostensibly contradicts my prior hesitation about replications. To clarify, my point is that any replication unavoidably differs from prior work and this is exactly why aggregating similar studies provides progress by, in essence, controlling for unidentified confounds. This reality accentuates the advantages of replicating parts of prior experiments but at the same time extending them, or, as stated above, “innovate via replication.”

Meta-analyses synthesize treatment effect sizes to arrive at a single effect size estimate. For example, one may be interested in the effect of negative political advertising on voting turnout: how much does it change turnout? As discussed in Chapter 2, an initial experiment reported that those exposed to the negative advertisements are 2.5% less likely to vote than those exposed to no political advertisement (Ansolabehere et al. 1994: 833). But that single study had idiosyncratic features of focusing on particular campaigns (in California) at a particular time (1990s) with particular types of negative ads (e.g., focusing on salient campaign themes). Once many more studies were conducted across various samples, contexts, times, and stimuli, Lau et
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183 They find that positive advertisements mobilize turnout by about 2.5%; thus, exposure to a negative as opposed to a positive advertisement reduces vote intention by 5%.
al. (2007) meta-analyzed them (111 studies) to isolate the likely effect size (also see Lau et al. 1999). They find an aggregate effect size of a fairly meaningless -.07. Here then the accumulation of studies led to a conclusion of no significant effect size but one can easily imagine a situation where an aggregation of results leads to a positive or negative and substantively meaningful effect. For instance, Costa (2017) meta-analyzes 41 experiments on legislative responsiveness – a la Butler and Broockman (2011) – isolating an effect size such that requests from minority constituents are almost 10% less likely to receive a response than non-minority constituents (249). Oschatz and Marker (2020) meta-analyze 14 experiments on the persuasiveness of narrative messages (i.e., those with a beginning, middle, and end that provides information about the scene, characters and conflict), finding that it changes attitudes by about .14 standard deviations more than analogues non-narrative messages.

And, Schwarz and Coppock (2020) meta-analyze 67 candidate choice experiments on gender; these studies had produced wide ranging effects ranging from women candidates receiving nearly 11% fewer votes than comparable men candidates to women garnering greater than 9% more votes. The authors aggregate the studies to identify an effect estimate of being a woman candidate (relative to a male candidate) leads to a roughly 2 percentage point gain in vote margin. This example highlights not only the danger of over-interpreting a single treatment effect, given the 20% range in effect sizes in the literature, but also how taking stock of a variation in treatments can advance knowledge by pushing researchers to consider the source of the variation (Borenstein et al. 2009: Part 4). Schwarz and Coppock (2020) exploit the fact that the studies explored a host of other factors aside from gender, finding, for example, that the
gender bonus is marginally larger for white candidates than Black candidates (although short of significance).\textsuperscript{184}

Indeed, meta-analyses provide the most insightful when they identify relationships between effects sizes and aspects of the intervention, context, sample, etc. (e.g., Lepper et al. 1999). In that vein, it is essential that any aggregation endeavor includes only studies that employ commensurate treatments and outcome measures. As meta-analyses proliferate, ensuring comparability and inclusion of high quality studies becomes vital; ultimately, a meta-analysis constitutes an observational study that combines data based on the quantity and not the quality of observations and thus the author(s) must serve as quality gatekeepers (Packer 2017).

In sum, a given experimental treatment effect is limited by the conditions of the test, conditions that one typically cannot fully appreciate until considering a range of studies that introduce plausible variations in the tests (a la the party cue examples). Thus, a single effect should be cautiously interpreted but can become essential, informing substantive debates when one synthesizes a literature. Replications play a vital role in that process, particularly when they explicitly extend upon what is already known.\textsuperscript{185}

\textbf{Summary}

When one completes an experiment, an obvious question concerns what to do next (beyond writing a paper). Whether one should invest in conducting another experiment on the

\textsuperscript{184} They also look at respondent characteristics such as gender (women respondents give a larger bonus) and partisanship (Republican respondents give a smaller bonus).

\textsuperscript{185} This suggests that replication research programs are better off attempting to replicate fewer phenomena many times than replicating many phenomena a few times (McShane et al. 2019).
same topic – that is replicate prior work – is not an easy question to answer, particularly in light of its emphasis via the open science movement. Replications play a vital role in the scientific progress, but often less so for replication’s sake, and more as a route to generalization, innovation, and aggregation. A summary of my main points concerning how to think about and pursue replications is as follows.

(1) Replication typically refers to repeating a prior experimental design with new data. Doing so entails addressing “the fundamental problem of replication.” This refers to the reality that any replication compounds the Fundamental Problem of Causal Inference since it must be done twice, and one must attend to the dimensions of external validity in the process (e.g., are the samples, treatments, measures, and contexts comparable?). Experimentalists interested in repeating a study need to systematically assess these issues (instead of assuming they are met).

(2) If an experimentalist’s research agenda is to replicate prior studies, the inferential structure needs to treat the null hypothesis as a failed replication. When the goal is to conduct another study as a follow-up, an experimentalist should focus on finding evidence consistent with the initial hypothesis (rather than in terms of replication of the effect found in the earlier experiment).

(3) Replication efforts are inherently ambiguous given variations in the dimensions of external validity. It can be more productive to think of repeated studies (replications) as attempts to generalize. This can be done by systematically assessing changes prior to the replication or doing it afterwards. Regardless, the goal should be to consider how another (replication) experiment informs the original hypothesis or hypotheses.
(4) Replication for replication’s sake comes with an opportunity cost. Instead, a repeated study should be done to advance theory. This often means repeating a prior design, but extending it in innovative ways. In that sense, replication is a crucial route to progress in experimental social science because it provides the basis for innovation in theory.

(5) While the effect sizes from a single experiment and/or a replication should be interpreted with great caution, a series of similar experiments, including replications, can be aggregated via a meta-analysis to isolate an average effect size and to explore sources of variations in effects.

Conclusion

The goal of experimentation is to arrive at generalizable causal inferences. This is done in the context of the larger scientific process that, realistically, does not operate mechanically from question to theory to hypothesis to test to result. There exists an inevitable back and forth between data and theory in much of the social sciences, where multiple theories exist to explain behavior in varying contexts. That reality should be a meaningful consideration as people think about experiments. It also affects how to approach steps prior, during, and after an experiment. Questions emerge from various sources, including failures from other experiments. Conducting an experiment is much more complex than it appears at first glance, which is why it is important to maintain clear records throughout the process. That said, experimentalists should not be constrained by formal pre-analysis plans, or mechanical efforts to replicate prior work. As Sniderman (1995: 465) states, “to replicate an existing finding – to follow the precise path taken by a previous researcher, and then improve on the data or methodology in one way or another.’ Believe that, and you miss what science – including social science – is really about. Accuracy, meticulousness, exactness – all are virtues – but they are minor virtues and should not be worshiped as the soul of science. Imagination, originality, creativity, seeing what others not only
failed to see but did not even suspect – that is the heart of science of the first order” (italics in original). To be clear, replication and innovation are not incompatible. In fact replication, when thought of as a way to generalize and aggregate, offers is a springboard to innovation. The key is to maintain curiosity, do so rigorously, and remember the ultimate goal is to answer questions about the world. In that spirit, the highlights of this chapter are as follows.

- The questions that can lead to an experiment come from a host of sources as captured by *ASK*: assess the world and the field, *socialize* with colleagues, teachers/students, and non-academics, and build on experiments that failed or were *kaput*.

- Document every design decision in detail, starting with the rationale for the study through the plan to analyze the data. This ensures a careful record and makes writing a paper and meeting transparency requirements easier.

- Experimentalists should pre-register the existence of their study as one approach for helping with publication bias.

- Part of the documentation should include a careful plan on how to analyze the data. However, if an experimentalist formally adds that plan to the pre-registration, do not be hamstrung by it – as an author or a reviewer – as that privileges certain types of work, ignores the reality of there being many theories in the social sciences, and can limit innovation. (The exception is in cases of very well developed theory and/or large scale policy experimentation.)

- Once an experiment is done, it is worth considering doing it again. But this involves addressing the “the fundamental problem of replication” by accounting for common, if not inevitable, variability in dimensions of external validity.
• Repeat experiments or replications should typically be used to test the same hypotheses as the original (rather than to assess the replication rate per se), and as a way to generalize, innovate, and aggregate in a given area.
Chapter 6: Designing “Good” Experiments

Most texts on experiments focus on design specifics, types of experiments (e.g., laboratory, survey, field), how to conduct analyses, and/or particular applications. I have taken a distinct approach by focusing on how to think about experiments. I have done so in response to the massive changes that have occurred, over the past decades, with regards to social science experimentation. It was just twenty years ago when I received journal reviews on multiple occasions dismissing experimental work as “inappropriate” and thus rejecting the submissions on their face. Now, it is not atypical to receive reviews questioning whether non-experimental work can be useful if one wants to make a causal claim. Much has changed and this evolution has occurred concomitant with new technological opportunities and altered sociological norms about science (e.g., open science).

One might think that during this transformative time, the fundamentals of experimentation have changed as well. Yet, they have not; if anything, scholars may be less apt to attend to some important details, since data collection costs have become so much lower and thus less is at stake with each data collection. With that in mind, in this chapter I highlight the steps involved in designing a “good” experiment. Consistent with the theme of the book, these steps place experiments in the larger social scientific process in which experiments constitute one step. The idea is not to offer a checklist; rather, it involves a research process in which one situates the study. I now turn to these steps, after which I offer brief concluding thoughts.

Steps to Designing “Good” Experiments

Gerber et al. (2014) and Boudreau (2021) offer superb “checklists” for specific aspects of experiments (also see Christensen et al. 2019: 143-157).
What it means to be a “good” experiment is unclear – and increasingly so given recognition that null results can be of interest. I have obviously touched on a host of criteria, including satisfying the causal inference assumptions, experimental realism, attending to multiple dimensions of external validity, carefully articulating the relevant points of comparison, and so on. Ultimately, a “good” experiment is one that offers a contribution to extant knowledge.

Here I provide a list of steps that, all else constant, should lead to improved experiments. In some sense, they are straightforward steps that echo the scientific process and – perhaps ironically given my critiques – formalize the open science practices for the sake of producing better quality research (aside from ensuring it is transparent, etc.). To be clear, following these steps involves the investment of substantial time to maximize the worth of experimental data collection. For me, the process takes on average about nine months, although it varies depending on the complexity and novelty of the experiment (i.e., novelty in the sense of my own prior knowledge on the topic). The time also will of course differ among individuals depending on their work style, career stage, and life circumstance. I list out the steps in broad strokes (for more details, including examples, see Druckman et al. 2018a). With each step, I provide a brief example, but obviously that barely touches on the relevant issues.

• Big picture idea: a short (i.e., few pages) document on the general topic and why it is relevant to understanding social, political, and/or economic phenomena. This document ideally iterates multiple times for feedback. It serves as an essential starting point by including a “big think” question and explaining why it is worth addressing. Even when one builds on a well-established experimental paradigm, this step serves as a check to

---

187 This list originally appeared in Druckman et al. (2018a).
ensure existing work has developed in a way that has not lost sight of what scholars ultimately want to understand.

- For example, instead of immediately designing an audit study of democratic responsiveness, a scholar should step back and consider why one would want to study responsiveness (e.g., relative to other aspects of representation or democratic processes).

- **Detailed literature review**: an exhaustive search of research on the topic and detailed descriptions of specific studies. Ideally, it leads to the identification of multiple potential research directions, some of which are tabled for the future. It is crucial here to look for literature across fields and methods to assess the state of knowledge and the strengths and weaknesses of different approaches. It is at this stage that the researcher should identify specific gaps in existing knowledge that he/she hopes to address. The literature covered should be determined by substance and not method.

  - For example, one should not only review audit studies on democratic responsiveness; also included should be work on what we know about democratic responsiveness more generally, including theoretical work on representation (e.g., Mansbridge 2003, Disch 2011), qualitative work on elected officials (e.g., Fenno 1978), quantitative work on the public opinion-policy connection (e.g., Erikson et al. 2002), and so on. Most of this document will not ultimately become part of a publication but it serves as a foundation for the project and its potential contribution.
• **Research question(s) and outcomes**: given the identification of a gap in existing work, the next step is to put forth a specific question (or questions) to be addressed. This includes identifying the precise outcome variable(s) of interest.

  o For example, say one wants to study bias in responsiveness – one specific gap might be whether there is discrimination in response to requests based on one’s “personal position” relative to the elected officials. Fenno (1978) identifies four “constituents,” including the geographic (i.e., those in the district), re-election (i.e., supporters), primary (i.e., strong supporters), and personal (i.e. intimates).

  The question of interest may be how representatives respond to members of these distinct constituents – do they favor intimates over those in the district? The outcome may be response and also the content of the response to a constituency service request. One may further want to compare the effect of any bias based on constituencies against racial bias given the extant literature, as discussed, offers substantial evidence of racial discrimination.

• **Theory and hypotheses**: development of a theory and hypotheses to be tested. This often involves accessing distinct literatures, sometimes from other disciplines. Researchers should take their time to derive concrete and specific predictions. As part of this step, potential mediators and/or moderators should be specified. Also, in putting forth predictions, one must be careful to isolate the comparisons to be used (see Chapters 2 and 4).

---

188 As discussed in Chapter 5, Kalla and Broockman (2016) present a related experiment on the impact of donor versus non-donor requests for access.
For example, in developing a theory about whether an elected representative may be more or less likely to respond to inquiries from distinct constituencies, one may turn to work on campaign communications, fundraising, interest groups, voting, corporate strategy (in economics/business), interpersonal interactions and trust (in psychology), etc. Further, one may posit a mechanism such as trust – e.g., does the elected official trust that response to a given inquiry will generate meaningful support? – and moderators such as the electoral competitiveness of a given district. The researcher must think through the relevant comparisons. It might be most interesting to compare all other types of responsiveness relative to the geographic constituency condition, as normatively the official represents those individuals. Alternatively, perhaps comparing supporters to intimates is more meaningful to see the impact of resources on responsiveness. Or, comparisons against racial bias may be most intriguing to assess the relative sizes of inequities in representation.

- **Research design**: the scholar puts forth a design (see Leeper 2011). This includes at least six components, as follows.

  1) Discussion of the designs used by others who have addressed similar questions, and how the proposed design connects with previous work. As emphasized in Chapter 5, the ideal strategy is to utilize and extend prior designs.

  2) Discussion of how such a design will provide data relevant to the larger question(s).

  3) Identifying where the data will come from, which includes:
i. Consideration of the sample and any potential biases. Importantly, as highlighted in Chapter 2, it is essential to explicitly state the target populations to which one hopes to make an inference. This includes the units, contexts, measures, and outcomes.

ii. Detailed measures and where the measures were obtained – for example, were they used in prior studies? The measures need to clearly connect to the hypotheses, including the mediators/moderators. One should discuss the validity and accuracy of the measures (see Chapter 2).

4) In many cases, the design may be too practically complex (e.g., number of experimental conditions relative to a realistic sample size), and decisions must be made on what can be trimmed without interfering with the goal of the study. This process will typically require a power analysis (see Chapter 2).

5) A discussion of necessary pre-tests of stimuli, question wordings, etc.

6) Issues related to internal and external validity should be discussed (see Chapter 3).

   o For example, one should consider distinct approaches and designs used to address questions about legislative responsiveness. If an audit approach is chosen, past work should be reviewed with reference to the initial “big picture” question. One might use a sample of state legislators, as is common, to conduct an audit (assuming the level of constituency theory put forth applies). It would be important to justify operationalization decisions – for instance, the geographic constituency could be operationalized with a zip code reference while the strong supporter condition could be operationalized with
reference to donations. It is important to justify that those operationalizations would be perceived as such by officials. This requires piloting and consideration of the information equivalence problem discussed in Chapter 3 (e.g., do certain zip codes also signal wealth?). Then one must turn to the content of the request and how responses might be coded, etc. Finally, as mentioned, if the projected sample size is too small, some experimental conditions may have to be cut. If the aforementioned design planned to cross the four types of constituents with their race, then 16 conditions may be too many and difficult decisions must be made.

- **Data collection document:** a step-by-step plan of how data will be collected so as not to later forget such details as recruitment, implementation, etc.
  
  - For example, how will one obtain contact information for elected officials, what e-mail accounts will be used to send inquiries on what dates, how are bounce back e-mails treated, etc.?

- **Data analysis plan:** there needs to be a clear data analysis plan—how *exactly* will the data be used to test hypotheses? The researcher should directly connect the design and measures to the hypotheses. This often involves making a table with each measure and how it maps onto specific hypotheses. What techniques will be used if the data collection is imperfect (e.g., smaller sample size than expected)? The plan ensures that the right data will be collected, and it provides a blueprint of what to do once one receives the data.
  
  - For example, a la the prior discussion, what conditions will be compared to what and how might outcomes be coded? One might initially compare percentages of
responses; however, analyses might also include coding the content in which case precise coding rules need to be laid out, as do approaches to analysis.

- This step is akin to an internal pre-analysis plan – it is why in Chapter 5 I emphasized the importance of such a plan for research quality. The point is to ensure that the researcher collects the right data and knows what to do with the data once it is collected – rather than to differentiate confirmatory and exploratory hypotheses. It is common to deviate from this plan, but having a plan is essential to avoid mis-collating data.

- **Institutional Review Board:** the researcher should complete the Institutional Review Board (IRB) process. If the project involves non-trivial deception or other aspects that could prevent/delay IRB approval, the researcher should directly contact an IRB representative early in the development of the project. In many cases, the researcher will work with the IRB to figure out what is feasible. The process can take weeks or months and so starting early is important (perhaps even before the prior steps). Researchers should attend to ethical, legal, and political considerations where applicable (King and Sands 2015). An additional benefit of following the steps outlined above is that the researcher will have already prepared nearly all information and documents required for an IRB application.
  - For example, for an audit study with no consent or debriefing, an IRB that is not familiar with such studies may generate many iterations that could slow down implementation if not addressed sufficiently early.

- **Merging the pieces:** at this point, the researcher merges the aforementioned pieces into a single document and, ideally, others review it. This step serves as a check that in the
process of moving from the larger abstract research question to the specific analysis plan a disconnect did not emerge. In some instances, the particular design no longer speaks to the initial motivating question or no longer clearly fills a gap in the literature.

- For example, one may have started out by asking about if elected officials equally represent their constituents but ended with a design that had to be cut due to power considerations that explores the relative bias in responsiveness towards “intimates” and “strong supporters” as conditioned by race (e.g., varied race in the design). This remains an interesting question but no longer is about the treatment of the geographic constituency writ large.

- **Implementation:** from here, data are collected and analyzed, and the planning document serves as a guide to writing up the results and, potentially, identifying reasons why one may not have found what was expected. A part of this implementation involves careful record-keeping of data analytic choices. This also requires careful attention and documentation of challenges that arise during data collection such as participants not arriving or complying, programming errors, naturally occurring events during data collection that could alter the data, and other unanticipated problems (see Karlan and Appel 2016).

The entire approach means that writing much of a paper entails cutting out superfluous parts as one has an exhaustive experimental design document before data are even collected. There is nothing magical about these steps. The framework simply breaks down the research process into manageable pieces and forces researchers to think through each specific decision, which reduces the likelihood of a design error. In an age where data are so easily obtainable, the risk is that researchers jump right to the design stage (the 5th or 10 steps), or the data analysis
plan (the 7th of 10 steps), without considering the construction of a theory. Open science initiatives that focus on transparency, pre-registration, and replication rarely mention the first four steps (prior to the research design). Yet, one can only arrive at a meaningful pre-analysis plan by spending time thinking about the question being asked, reviewing the relevant literature, specifying a specific question and outcome, and developing a theory and hypotheses. These early steps are as vital to conducting meaningful experiments as are ensuring transparency or conducting replications. Put another way, much of what makes a good experiment occurs well before one even starts to think about the experimental particulars. When one gets to the step of experimental specifics, the theory should guide the choice of conditions, comparisons, and analytic approaches. The experimentalist should be able to easily explain what the test will add to extant knowledge and how the data will be analyzed to do so. Only then can we start to worry about many of the topics covered in this book and other discussions about the experimental method.

Conclusion

I began this book with two quotes from presidents of the American Political Science Association. The first quote from more than 100 years ago suggested experiments were an impossibility in political science (Lowell 1910). Methodological and technological developments, along with scholarly ingenuity, have shown this is not the case – experiments play a crucial role not just in political science but the social sciences more generally. The second quote from 2020 expressed concern that an overreliance on experiments would constrict the questions social scientists address (Smith 2020). This concern is reasonable given the remarkable rise of experiments and their central place in recent epistemological debates about open science. I share the concern and my hope is that I have addressed it with a two-pronged answer. First,
thinking experimentally introduces a host of considerations that are difficult to address. Consequently, in many cases the hurdles to experimentation will hopefully cause scholars to recognize the relevance of other methods to answering particular questions. Second, the steps that make for a good experiment are exactly those which hopefully prevent experiments from constricting the questions asked – experiments are worthwhile when they constitute an appropriate method to address the question embedded in a larger research enterprise. Put another way, if the constriction concern proves accurate, not only might social scientists narrow the questions they address but they may do so in less than ideal ways (e.g., the experiments will not themselves be compelling).

Alas, I think there is reason for hope that experiments have not yet constricted questions generally or in a way that has substantially undermined quality. The last two decades have seen a host of foundational contributions from experiments and most are used in sound, thoughtful ways that advance knowledge. Social science experimentation can evolve in even more exciting ways given the new opportunities that come with widespread acceptance of the method and technological and sociological advances. But, this will only happen if scholars “think” about experiments carefully, recognizing not only their possibilities but also their limitations: any experiment requires making a host of assumptions, inferential leaps, and much tedious work. As I stated at the outset, experiments seem often to be designed and implemented quickly and not connected to the full scientific process. This is a problem; experiments need to be thought of as one part of a scientific process and not the first part. They need to be used when appropriate and build on / have an interplay with questions, observations, and theory. Moreover, conducting a quality experiment requires thinking through a litany of decisions discussed through the book. A
good experiment is slow moving (given the host of considerations) which is counter to the current fast moving temptations available in the social sciences.

Campbell and Stanley (1963: 3) worried about the poverty of experiments stemming from a lack of data and null results. Those concerns increasingly have become less relevant; however, a new poverty of poor designs, inappropriate analyses, limited use of data, and/or flawed interpretation is always a possibility. Preventing that poverty requires engaging in careful experimental thinking that will ensure the sustained contributions of experiments to the accumulation of social science knowledge.
References


Benjamin, Daniel J., James O. Berger, Magnus Johannesson, Brian A. Nosek, E.-J.
  Wagenmakers, Richard Berk, Kenneth A. Bollen, Björn Brembs, Lawrence Brown, Colin
  Camerer, David Cesarini, Christopher D. Chambers, Merlise Clyde, Thomas D. Cook,
  Paul De Boeck, Zoltan Dienes, Anna Dreber, Kenny Easwaran, Charles Efferson, Ernst
  Fehr, Fiona Fidler, Andy P. Field, Malcolm Forster, Edward I. George, Richard
  Gonzalez, Steven Goodman, Edwin Green, Donald P. Green, Anthony Greenwald, Jarrod
  D. Hadfield, Larry V. Hedges, Leonhard Held, Teck Hua Ho, Herbert Hoijtink, James
  Holland Jones, Daniel J. Hruschka, Kosuke Imai, Guido Imbens, John P. A. Ioannidis,
  Minjeong Jeon, Michael Kirchler, David Laibson, John List, Roderick Little, Arthur
  Lupia, Edouard Machery, Scott E. Maxwell, Michael McCarthy, Don Moore, Stephen L.
  Morgan, Marcus Munafó, Shinichi Nakagawa, Brendan Nyhan, Timothy H. Parker, Luis
  Pericchi, Marco Perugini, Jeff Rouder, Judith Rousseau, Victoria Savalei, Felix D.
  Schönbrodt, Thomas Sellke, Betsy Sinclair, Dustin Tingley, Trisha Van Zandt, Simine
  Vazire, Duncan J. Watts, Christopher Winship, Robert L. Wolpert, Yu Xie, Cristobal
  Young, Jonathan Zinman, and Valen E. Johnson. 2018. “Redefine Statistical


  Study of the Impact of a Constituency Mobilization Campaign on Legislative Voting.”
  Political Behavior 37: 27-42.

  Replication Studies.” Political Analysis 10.1017/pan.2020.34.


Bollen, Kenneth, John T. Cacioppo, Robert M. Kaplan, Jon A. Krosnick, James L. Olds, and Heather Dean, 2015. “Social, Behavioral, and Economic Sciences Perspectives on Robust and Reliable Science.” Report of the Subcommittee on Replicability in Science Advisory Committee to the National Science Foundation Directorate for Social, Behavioral, and
Economic Sciences.


Coppock, Alexander, and Donald P. Green. 2015. “Assessing the Correspondence between Experimental Results Obtained in the Lab and Field: A Review of Recent Social Science Research.” *Political Science Research Methods* 3: 113-131.


Fanelli, Daniele. 2018. “Is Science Really Facing a Reproducibility Crisis, and Do We Need It To?” *Proceedings of the National Academy of Sciences* 115: 2628-2631.


https://doi.org/10.1177/2158244015584617


Ioannidis, John P.A. 2017. “Statistical Biases in Science Communication: What We Know About Them and How They Can Be Addressed.” In Kathleen Hall Jamieson, Dan M. Kahan,


283


Lepper, Mark R., Jennifer Henderlong, and Isabelle Gingras. 1999. “Understanding the Effects


In James N. Druckman, and Donald P. Green, eds., *Advances in Experimental Political Science*. New York: Cambridge University Press.


https://doi.org/10.31234/osf.io/p48zb.


